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of an unknown region of interest is usually an
important task in many science disciplines. In
environmental studies, the geographica
spread of a pollutant is frequently crucial. In
Geology, it is often required to find the
covering area of a specific mineral substance.
One genera formulation of this kind of
problem in Statistical language would be:
estimating an unknown domain S of interest
based on n points randomly selected from it.
Let S be the bounded domain that we
wish to estimate and S be the collection of
the domains with certain features that we
S believe S owns. For example, Sis an ellipse
g and S is the ellipse family. Under some weak
S g conditions on S, we can show that the
maximum likelihood estimate and the Bayes
estimate are strongly consistent with respect
to the set-difference distance. As to the

( limiting distribution, the exact formulation is

) gtill not available. So far, we are able to use

Cramer-von  the bivariate Cramer-von Mises type of test

Mises to check for any possible limiting distribution

of the estimates. However, it does not
provide a 100% sure conclusions.
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Abstract Introduction

Estimating the location, shape, and size
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In biology, the size and the shape of
home range within a community of a species
of anima are often a starting point for the
anaysis of a social system. In forestry,
estimating the geographical edge of a rare
species of plant based on sighting of
individualsis an important issue aswell. This
project examines a mathematical problem
motivated by the applications above. The
statistical model can be stated as follows: in
an Euclidean space Rk, n independent
observations (X_1,x_2,...,X_n) uniformly
distributed in an unknown compact domain
of interest (S) are available. We want to
estimate the region S based on information of
X_1,....X_n.

When one does not restrict any
requirement on the shape of the region S
besides convexity, the convex hull of
X_1,..X_n turns out to be the maximum
likelihood estimate of S. One can find some
related results about the limiting behavior of
the convex hull in the literatures. If one
believes that S is likely spherica and
assumes the center of symmetry is known, for
instance, S is an L_p ball with center at the
origin of the k-dimensional Euclidean space,
the strong consistency of the maximum
likelihood estimate and the Bayes estimate of
S has been proved as well. However, no
limiting distribution has been yet obtained.
Therefore one focus of this project is on the
limiting distribution of the estimates.
Another focus of this project is to liberate
some assumptions on the shape and the
location of S. For example, S can be an
ellipse with an unknown center or a linear
combination of several dlipses. The
summary of the results for these two aspects
of consideration is stated separately in the
following two sections.

Strong Consistency of the
Estimates

Denote S the family of domains from
which the true region S comes. Under some
regularity conditions on S, the maximum
likelihood estimate (S_n_mle, the set in S
which contains al the observations
X 1,....X_nwith smallest Lebesgue volume)

is strong consistent to the true set under the
set-difference metric; namely,

PA (S_n_mles S)h 0Oasnh oo)=1.
This comes from the theorem below:

THEOREM: Let S O be the true region of
interest and S_n be afunction of X_1,...,X_n
satisfying

(F(X_1, S_n) f(X_2,S_n) ... f(X_n, S_n))/
fX_1L,S0f(X 2SS0 ...f(X_nS_0) >=c
for some positive constant ¢ and for any n,
X_1,...X_n, where f(X,9=(1 A (5) )
1 {XeS}. If for any neighborhood U of S 0
(with respect to the set-difference metric), we
have

P {S_0}lim_{nn oo}

(sup_{Se S\UI(X_1,9)
f(X_2,9)...f(X_n,9)/
(f(X_1,S 0) f(X_2,S 0)

f(X_n),S_0)=0)=1.
Then P {S O}(A (S.n s
0)=1.

Sh 0asnn

A similar result for the Bayes estimate can be
derived as well. We skip the statement here.

Limiting Distributions of the Estimates

Since the model assumes that
X_1,...X_n are uniformly selected from the
region S of interest. The support Sitself is or
related to the parameter indeed. In other
words, the boundary points of S are exact the
points of discontinuity of the density of the
random variable observed. Therefore, the
first thought for obtaining the exact form of
the limiting distributions of the estimates is
to try to connect the estimates to a stochastic
process that may be easier to dea with. It
turns out that we are, unfortunately, unable to
do it still. Therefore another approach is
considered.

Suppose Sis an L_p ball with center at
the origin of the Euclidean space. Namely,
we can use a two-dimensiona parameter (the
shape and the size) to characterize the region
S. Consider the modified bivariate
Cramer-von Mises statistic that is used to test
whether the distribution of one population
differs from the distribution of another



population. Suppose we are ableto  “guess”
the limiting distribution of the estimates.
Then we can “test” if the conjecture is correct
or not by first generating a bunch of
two-dimentional points of the estimates and
then use the modified bivariate Cramer-von
Mises type of test to compare the smulated
points of the estimates with the limiting
distribution believed. However, as one can
see that this is not a really good approach as
we need to specify the conjectured limiting
distribution and we know that any test does
not guarantee a one hundred percent correct
conclusion.
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