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## 1 Introduction

Maximum principles are an important tool in the study of partial differential and difference equations. For example, they can be used to obtain the existence and uniqueness of solutions and to approximate it. Consequently the theory of maximum principles in difference and differential equations has been investigated extensively, see for example [1] and [2] and the references cited therein.

In recent years, the study of dynamic equations on time scales has received a lot of attentions since it not only can unify the calculation of difference and differential equations but also has various applications. In particular, the maximum principles have been established in [4] for the second order ordinary dynamic operator and [5] for the elliptic dynamic operator. Motivated by the above work, in this paper, we study the maximum principles for the elliptic dynamic operator

$$
\mathcal{L}[u]:=\sum_{i=1}^{n}\left(u^{\nabla_{i} \Delta_{i}}+B_{i} u^{\Delta_{i}}+C_{i} u^{\nabla_{i}}\right)
$$

and the parabolic dynamic operator

$$
L[u]:=\sum_{i=1}^{n}\left(u^{\nabla_{i} \Delta_{i}}+\tilde{B}_{i} u^{\Delta_{i}}+\tilde{C}_{i} u^{\nabla_{i}}\right)-u^{\nabla_{n+1}} .
$$

Our results improve the results in [5].

This paper is organized as follows. Section 2 contains some basic definitions and the necessary results about time scales. In Section 3, we present the maximum principles for the elliptic dynamic operators. Finally, in section 4, we establish the maximum principles for parabolic operators, and apply it to obtain some useful applications.

## 2 Preliminary

For completeness, we state some fundamental definitions and results concerning partial dynamic equations on time scales that we will use in the sequel. It can be regarded as a generalization of the one-dimensional case. More details can be found in [6], [7], [8], and [9].

A time scale is an arbitrary nonempty closed subset of $\mathbb{R}$. Throughout this paper, we denote $I=\{1,2, \cdots, n\}$, where $n \in \mathbb{N}$, and we assume that $\mathbb{T}_{i}$, for each $i \in I$, is a time scale and the set

$$
\Lambda=\mathbb{T}_{1} \times \mathbb{T}_{2} \times \cdots \times \mathbb{T}_{n}=\left\{t=\left(t_{1}, t_{2}, \cdots, t_{n}\right) \mid t_{i} \in \mathbb{T}_{i} \text { for each } i \in I\right\}
$$

defined by the Cartesian product is an $n$-dimensional time scale.

Definition 2.1 For each $i \in I$, the mappings $\sigma_{i}, \rho_{i}: \mathbb{T}_{i} \rightarrow \mathbb{T}_{i}$ defined by

$$
\sigma_{i}(u):= \begin{cases}\inf \left\{v \in \mathbb{T}_{i} \mid v>u\right\}, & \text { if } u \neq \max \mathbb{T}_{i} \\ \max \mathbb{T}_{i}, & \text { if } u=\max \mathbb{T}_{i}\end{cases}
$$

and

$$
\rho_{i}(u):= \begin{cases}\sup \left\{v \in \mathbb{T}_{i} \mid v<u\right\}, & \text { if } u \neq \min \mathbb{T}_{i}, \\ \min \mathbb{T}_{i}, & \text { if } u=\min \mathbb{T}_{i},\end{cases}
$$

are called the ith forward and backward jump operators respectively. In this definition, the corresponding graininess functions $\mu_{i}, \nu_{i}: \mathbb{T}_{i} \rightarrow[0, \infty)$ are defined by

$$
\mu_{i}(u):=\sigma_{i}(u)-u, \quad \nu_{i}(u):=u-\rho_{i}(u) .
$$

For convenience, we define the functions $\hat{\sigma}_{i}, \hat{\rho}_{i}: \Lambda \rightarrow \Lambda$ by

$$
\hat{\sigma}_{i}(t)=\left(t_{1}, t_{2}, \cdots, t_{i-1}, \sigma_{i}\left(t_{i}\right), t_{i+1}, \cdots, t_{n}\right),
$$

and

$$
\hat{\rho}_{i}(t)=\left(t_{1}, t_{2}, \cdots, t_{i-1}, \rho_{i}\left(t_{i}\right), t_{i+1}, \cdots, t_{n}\right),
$$

for any $t \in \Lambda$ and $i \in I$. In addition, if $u: \Lambda \rightarrow \mathbb{R}$ is a function, then the functions $u^{\hat{\sigma}_{i}}, u^{\hat{\rho}_{i}}: \Lambda \rightarrow \mathbb{R}$ are defined by

$$
u^{\hat{\sigma}_{i}}(t)=u\left(\hat{\sigma}_{i}(t)\right) \quad \text { and } \quad u^{\hat{\rho}_{i}}(t)=u\left(\hat{\rho}_{i}(t)\right),
$$

for any $t \in \Lambda$ and $i \in I$.

Definition 2.2 $A$ point $t$ in $\Lambda$ is said to be $i$-right dense if $t_{i}<\max \mathbb{T}_{i}$ and $\sigma_{i}\left(t_{i}\right)=t_{i}$, and $i$-left dense if $t_{i}>\min \mathbb{T}_{i}$ and $\rho_{i}\left(t_{i}\right)=t_{i}$. Also, if $\sigma_{i}\left(t_{i}\right)>t_{i}$ then $t$ is called $i$-right scattered, and if $\rho_{i}\left(t_{i}\right)<t_{i}$ then $t$ is called $i$-left scattered. Moreover, we say that $t$ is $i$-scattered if it is both $i$-left scattered and $i$-right scattered, and $i$-dense if it is both $i$-left dense and $i$-right dense.

Definition 2.3 For each $i \in I$, let

$$
\left(\mathbb{T}_{i}\right)^{\mathcal{K}}= \begin{cases}\mathbb{T}_{i} \backslash \max \mathbb{T}_{i}, & \text { if } \mathbb{T}_{i} \text { has a left scattered maximum }, \\ \mathbb{T}_{i}, & \text { if } \mathbb{T}_{i} \text { has a left dense maximum } .\end{cases}
$$

Then we can define

$$
\Lambda^{\mathcal{K}}=\left(\mathbb{T}_{1}\right)^{\mathcal{K}} \times\left(\mathbb{T}_{2}\right)^{\mathcal{K}} \times \cdots \times\left(\mathbb{T}_{n}\right)^{\mathcal{K}} .
$$

Assume $u: \Lambda \rightarrow \mathbb{R}$ is a function and let $t \in \Lambda^{\mathcal{K}}$. Then we define $u^{\Delta_{i}}(t)$ to be the number (provided it exists) with the property that given any $\varepsilon>0$, there exists a $\delta>0$ such that

$$
\left|\left[u\left(\hat{\sigma}_{i}(t)\right)-u(s)\right]-u^{\Delta_{i}}(t)\left[\hat{\sigma}_{i}(t)-s\right]\right| \leq \varepsilon\left|\hat{\sigma}_{i}(t)-s\right|,
$$

for all $s \in\left(t-\delta e_{i}, t+\delta e_{i}\right) \cap \Lambda$, where $\left\{e_{i} \mid i \in I\right\}$ denotes the natural basis for $\mathbb{R}^{n}$. In this case, we call $u^{\Delta_{i}}(t)$ the partial delta derivative of $u$ at $t$ with respect to $t_{i}$.
In particular, if we choose $n=1$ in this definition, then $u$ is a single variable
function from $\mathbb{T}_{1}$ into $\mathbb{R}$, and we denote the delta derivative of $u$ at $t \in\left(\mathbb{T}_{1}\right)^{\mathcal{K}}$ by $u^{\Delta}(t)$.

Definition 2.4 For each $i \in I$, let

$$
\left(\mathbb{T}_{i}\right)_{\mathcal{K}}= \begin{cases}\mathbb{T}_{i} \backslash \min \mathbb{T}_{i}, & \text { if } \mathbb{T}_{i} \text { has a right scattered minimum }, \\ \mathbb{T}_{i}, & \text { if } \mathbb{T}_{i} \text { has a right dense minimum }\end{cases}
$$

Then we can define

$$
\Lambda_{\mathcal{K}}=\left(\mathbb{T}_{1}\right)_{\mathcal{K}} \times\left(\mathbb{T}_{2}\right)_{\mathcal{K}} \times \cdots \times\left(\mathbb{T}_{n}\right)_{\mathcal{K}}
$$

Assume $u: \Lambda \rightarrow \mathbb{R}$ is a function and let $t \in \Lambda_{\mathcal{K}}$. Then we define $u^{\nabla_{i}}(t)$ to be the number (provided it exists) with the property that given any $\varepsilon>0$, there exists a $\delta>0$ such that

$$
\left|\left[u\left(\hat{\rho}_{i}(t)\right)-u(s)\right]-u^{\nabla_{i}}(t)\left[\hat{\rho}_{i}(t)-s\right]\right| \leq \varepsilon\left|\hat{\rho}_{i}(t)-s\right|,
$$

for all $s \in\left(t-\delta e_{i}, t+\delta e_{i}\right) \cap \Lambda$. In this case, we call $u^{\nabla_{i}}(t)$ the partial nabla derivative of $u$ at $t$ with respect to $t_{i}$.

In particular, if we choose $n=1$ in this definition, then $u$ is a single variable function from $\mathbb{T}_{1}$ into $\mathbb{R}$, and we denote the nabla derivative of $u$ at $t \in\left(\mathbb{T}_{1}\right)_{\mathcal{K}}$ by $u^{\nabla}(t)$.

For convenience, we denote the intersection of $\Lambda^{\mathcal{K}}$ and $\Lambda_{\mathcal{K}}$ by $\Lambda_{\mathcal{K}}^{\mathcal{K}}$, i.e.,

$$
\Lambda_{\mathcal{K}}^{\mathcal{K}}=\left(\mathbb{T}_{1}\right)_{\mathcal{K}}^{\mathcal{K}} \times\left(\mathbb{T}_{2}\right)_{\mathcal{K}}^{\mathcal{K}} \times \cdots \times\left(\mathbb{T}_{n}\right)_{\mathcal{K}}^{\mathcal{K}}
$$

Definition 2.5 Let the functions $U, u: \Lambda \rightarrow \mathbb{R}$ satisfy $U^{\Delta_{i}}(t)=u(t)$ for all $t \in \Lambda^{\mathcal{K}}$, then we define $\int_{r}^{s} u(t) \Delta_{i} t=U(s)-U(r)$ for all $r, s \in \Lambda$ and $i \in I$. Similarly, we can define $\int_{r}^{s} u(t) \nabla_{i} t=U(s)-U(r)$ for all $r, s \in \Lambda$ if $U^{\nabla_{i}}(t)=u(t)$ for all $t \in \Lambda_{\mathcal{K}}$ and $i \in I$.

Definition 2.6 Let $\mathbb{T}$ be an arbitrary time scale, and $p: \mathbb{T} \rightarrow \mathbb{R}$ be a function
and satisfy

$$
1-\nu(t) p(t) \neq 0 \quad \text { for all } t \in \mathbb{T}_{\mathcal{K}}
$$

Then we define the nabla exponential function by

$$
\hat{e}_{p}(t, s)=\exp \left(\int_{s}^{t} g(\tau) \nabla \tau\right) \quad \text { for } s, t \in \mathbb{T}
$$

where

$$
g(\tau)= \begin{cases}p(\tau), & \text { if } \nu(\tau)=0 \\ -\frac{1}{\nu(\tau)} \log (1-\nu(\tau) p(\tau)), & \text { if } \nu(\tau) \neq 0\end{cases}
$$

Lemma 2.7 Suppose that $\alpha$ is a negative constant and $s, t, u \in \mathbb{T}$, then
(a) $\hat{e}_{\alpha}(t, s)>0$ and $\hat{e}_{\alpha}(t, t) \equiv 1$;
(b) $\hat{e}_{\alpha}(t, u) \hat{e}_{\alpha}(u, s)=\hat{e}_{\alpha}(t, s)$;
(c) $\hat{e}_{\alpha}^{\nabla}(t, s)=\alpha \hat{e}_{\alpha}(t, s)$.

Lemma 2.8 Assume that $f: \mathbb{T} \rightarrow \mathbb{R}$ is a single variable function and let $t \in \mathbb{T}_{\mathcal{K}}^{\mathcal{K}}$, then we have the following:
(a) If $f$ is delta or nabla differentiable at $t$, then $f$ is continuous at $t$.
(b) If $f$ is continuous at a right-scattered point $t$, then $f$ is delta differentiable at $t$ with

$$
f^{\Delta}(t)=\frac{f(\sigma(t))-f(t)}{\mu(t)}
$$

(c) Ift is right-dense, then $f$ is delta differentiable at $t$ if and only if the limit

$$
\lim _{s \rightarrow t} \frac{f(t)-f(s)}{t-s}
$$

exists. In this case,

$$
f^{\Delta}(t)=\lim _{s \rightarrow t} \frac{f(t)-f(s)}{t-s}
$$

(d) If $f$ is delta differentiable at $t$, then

$$
f(\sigma(t))=f(t)+\mu(t) f^{\Delta}(t) .
$$

(e) If $f$ is continuous at a left-scattered point $t$, then $f$ is nabla differentiable at $t$ with

$$
f^{\nabla}(t)=\frac{f(t)-f(\rho(t))}{\nu(t)}
$$

(f) If $t$ is left-dense, then $f$ is nabla differentiable at $t$ if and only if the limit

$$
\lim _{s \rightarrow t} \frac{f(t)-f(s)}{t-s}
$$

exists. In this case,

$$
f^{\nabla}(t)=\lim _{s \rightarrow t} \frac{f(t)-f(s)}{t-s}
$$

(g) If $f$ is nabla differentiable at $t$, then

$$
f(\rho(t))=f(t)-\nu(t) f^{\nabla}(t) .
$$

Hereafter $[a, b]_{\mathbb{T}}$ represents an interval on time scale $\mathbb{T}$, that is, $[a, b]_{\mathbb{T}}=[a, b] \cap$ $\mathbb{T}$. Other types of intervals on a time scale can be represented by the similar way.

Lemma 2.9 Assume that $f: \mathbb{T} \rightarrow \mathbb{R}$ is a function, then
(a) If $f^{\Delta}>0$ on $[a, b]_{\mathbb{T}}$, then $f$ is strictly increasing on $[a, b]_{\mathbb{T}}$.
(b) If $f>0$ is a continuous function on $[a, b]_{\mathbb{T}}$, then $\int_{a}^{b} f(t) \Delta t>0$ and $\int_{a}^{b} f(t) \nabla t>0$, where $a, b \in \mathbb{T}$.

Lemma 2.10 Assume that $f: \mathbb{T} \rightarrow \mathbb{R}$ is nabla differentiable and $f^{\nabla}$ is continuous on $\mathbb{T}_{\mathcal{K}}$. Then $f$ is delta differentiable at $t$ and

$$
f^{\Delta}(t)=f^{\nabla}(\sigma(t)) \quad \text { for all } t \in \mathbb{T}^{\mathcal{K}} .
$$

## 3 Maximum principles for elliptic dynamic equations

In this section we first consider the dynamic Laplace operator

$$
\Delta_{\mathbb{T}} u:=\sum_{i=1}^{n} u^{\nabla_{i} \Delta_{i}} .
$$

Let

$$
\Lambda=\left[\rho_{1}\left(a_{1}\right), \sigma_{1}\left(b_{1}\right)\right]_{\mathbb{T}_{1}} \times \cdots \times\left[\rho_{n}\left(a_{n}\right), \sigma_{n}\left(b_{n}\right)\right]_{\mathbb{T}_{n}}
$$

We shall study the functions in the set

$$
\mathcal{D}(\Lambda):=\left\{u: \Lambda \rightarrow \mathbb{R} \mid u^{\nabla_{i} \Delta_{i}} \text { is continuous in } \Lambda_{\mathcal{K}}^{\mathcal{K}} \text { for each } i \in I\right\} .
$$

The following lemma provides some basic properties for an interior maximum point of a function in $\mathcal{D}(\Lambda)$.

Lemma 3.1 Suppose that $u \in \mathcal{D}(\Lambda)$ attains its maximum at an interior point $m$ of $\Lambda$. Then, for each $i \in I$, we have

$$
u^{\nabla_{i}}(m) \geq 0, \quad u^{\Delta_{i}}(m) \leq 0, \quad \text { and } \quad u^{\nabla_{i} \Delta_{i}}(m) \leq 0 .
$$

In particular, if $m$ is $i$-right dense, then

$$
u^{\nabla_{i}}(m)=u^{\Delta_{i}}(m)=0 .
$$

Proof. Since $u$ attains its maximum at an interior point $m$ of $\Lambda$, it follows from the definition of $u^{\nabla_{i}}$ and $u^{\Delta_{i}}$ that

$$
\begin{equation*}
u^{\nabla_{i}}(m) \geq 0 \quad \text { and } \quad u^{\Delta_{i}}(m) \leq 0 \tag{1}
\end{equation*}
$$

for each $i \in I$. Let us divide our proof into two cases according to the point type of $m$ with respect to the $i$ th component.
(i) $m$ is $i$-right dense:

In this case, by applying Lemma 2.10, we have that

$$
u^{\Delta_{i}}(m)=u^{\nabla_{i}}\left(\hat{\sigma}_{i}(m)\right)=u^{\nabla_{i}}(m),
$$

and consequently, together with (1), we conclude that

$$
u^{\nabla_{i}}(m)=u^{\Delta_{i}}(m)=0 .
$$

Now we want to show that $u^{\nabla_{i} \Delta_{i}}(m) \leq 0$. For contradiction, we assume that $u^{\nabla_{i} \Delta_{i}}(m)>0$. Then the continuity of $u^{\nabla_{i} \Delta_{i}}$ and Lemma 2.9 imply that there exists a $\delta>0$ such that $u^{\nabla_{i}}$ is strictly increasing in $t_{i}$ on $J$, where $J$ denotes the set of all points $t \in \Lambda$ lying on the line segment joining $m$ and $m+\delta e_{i}$. Since $m$ is $i$-right dense, without loss of generality, we may assume that $m_{i}+\delta \in \mathbb{T}_{i}$. Since $u^{\nabla_{i}}(m)=0$, it follows that $u^{\nabla_{i}}(t)>0$ for all $t \in J$. Then, by applying Lemma 2.9, we easily get

$$
\int_{m}^{m+\delta e_{i}} u^{\nabla_{i}}(s) \nabla_{i} s=u\left(m+\delta e_{i}\right)-u(m)>0
$$

which contradicts the fact that $u(m)$ is the maximum value on $\Lambda$.
(ii) $m$ is $i$-right scattered.

Note that

$$
u^{\nabla_{i}}\left(\hat{\sigma}_{i}(m)\right)=\frac{u\left(\hat{\sigma}_{i}(m)\right)-u\left(\hat{\rho}_{i}\left(\hat{\sigma}_{i}(m)\right)\right)}{\sigma_{i}\left(m_{i}\right)-\rho_{i}\left(\sigma_{i}\left(m_{i}\right)\right)}=\frac{u\left(\hat{\sigma}_{i}(m)\right)-u(m)}{\sigma_{i}\left(m_{i}\right)-m_{i}}=u^{\Delta_{i}}(m) .
$$

Together with (1), we obtain

$$
u^{\nabla_{i} \Delta_{i}}(m)=\frac{u^{\nabla_{i}}\left(\hat{\sigma}_{i}(m)\right)-u^{\nabla_{i}}(m)}{\sigma_{i}\left(m_{i}\right)-m_{i}}=\frac{u^{\Delta_{i}}(m)-u^{\nabla_{i}}(m)}{\sigma_{i}\left(m_{i}\right)-m_{i}} \leq 0 .
$$

Corollary 3.2 If $u \in \mathcal{D}(\Lambda)$ satisfies

$$
\begin{equation*}
\Delta_{\mathbb{T}} u>0, \quad \text { in } \Lambda_{\mathcal{K}}^{\mathcal{K}}, \tag{2}
\end{equation*}
$$

then $u$ cannot attain its maximum at an interior point of $\Lambda$.

Proof. For contradiction, we assume that $u$ attains its maximum at an interior point $m$ of $\Lambda$. By applying Lemma 3.1, we have that $u^{\nabla_{i} \Delta_{i}}(m) \leq 0$ for each
$i \in I$. This implies that

$$
\Delta_{\mathbb{T}} u(m)=\sum_{i=1}^{n} u^{\nabla_{i} \Delta_{i}}(m) \leq 0,
$$

which contradicts (2).

Next we consider the more general operator which contains the first-derivative terms

$$
\mathcal{L}[u]:=\sum_{i=1}^{n}\left(u^{\nabla_{i} \Delta_{i}}+B_{i} u^{\Delta_{i}}+C_{i} u^{\nabla_{i}}\right)=\Delta_{\mathbb{T}} u+\sum_{i=1}^{n}\left(B_{i} u^{\Delta_{i}}+C_{i} u^{\nabla_{i}}\right) .
$$

Following the statement of Lemma 3.1, for each $t \in \Lambda$, we define the auxiliary index sets

$$
\begin{aligned}
I_{R D}^{t} & :=\left\{i \in I: t_{i}=\sigma_{i}\left(t_{i}\right)\right\}, \\
I_{R S}^{t} & :=\left\{i \in I: t_{i}<\sigma_{i}\left(t_{i}\right)\right\} .
\end{aligned}
$$

Corollary 3.3 If $u \in \mathcal{D}(\Lambda)$ satisfies

$$
\begin{equation*}
\mathcal{L}[u]>0, \quad \text { in } \Lambda_{\mathcal{K}}^{\mathcal{K}}, \tag{3}
\end{equation*}
$$

and let $B_{i}$ and $C_{i}$ satisfy

$$
\left\{\begin{array}{l}
B_{i}(t) \geq 0  \tag{4}\\
C_{i}(t) \leq 0
\end{array}\right.
$$

for each $t \in \Lambda_{\mathcal{K}}^{\mathcal{K}}$ which is $i$-right scattered and $i \in I$. Then $u$ cannot attain its maximum at an interior point of $\Lambda$.

Proof. For contradiction, we assume that $u$ attains its maximum at an interior point $m$ of $\Lambda$. Lemma 3.1 yields that at the point $m$, we have

$$
\begin{array}{ll}
u^{\Delta_{i}}(m)=0, u^{\nabla_{i}}(m)=0, \text { and } u^{\nabla_{i} \Delta_{i}}(m) \leq 0 & \text { if } i \in I_{R D}^{m}, \\
u^{\Delta_{i}}(m) \leq 0, u^{\nabla_{i}}(m) \geq 0, \text { and } u^{\nabla_{i} \Delta_{i}}(m) \leq 0 & \text { if } i \in I_{R S}^{m} .
\end{array}
$$

Therefore, together with the assumption (4), we have that

$$
\begin{aligned}
& \mathcal{L}[u](m) \\
= & \sum_{i=1}^{n}\left(u^{\nabla_{i} \Delta_{i}}(m)+B_{i}(m) u^{\Delta_{i}}(m)+C_{i}(m) u^{\nabla_{i}}(m)\right) \\
= & \sum_{i \in I_{R D}^{m}} u^{\nabla_{i} \Delta_{i}}(m)+\sum_{i \in I_{R S}^{m}}\left(u^{\nabla_{i} \Delta_{i}}(m)+B_{i}(m) u^{\Delta_{i}}(m)+C_{i}(m) u^{\nabla_{i}}(m)\right) \\
\leq & 0,
\end{aligned}
$$

which contradicts (3).

Theorem 3.4 Let $u \in \mathcal{D}(\Lambda)$ satisfy the inequality (3) and let $B_{i}$ and $C_{i}$ satisfy

$$
\left\{\begin{array}{l}
1+B_{i}(t) \mu_{i}\left(t_{i}\right) \geq 0  \tag{5}\\
-1+C_{i}(t) \mu_{i}\left(t_{i}\right) \leq 0
\end{array}\right.
$$

for each $t \in \Lambda_{\mathcal{K}}^{\mathcal{K}}$ which is $i$-right scattered and $i \in I$. Then $u$ cannot attain its maximum at an interior point of $\Lambda$.

Proof. For contradiction, we assume that $u$ attains its maximum at an interior point $m$ of $\Lambda$. Then, by applying Lemma 3.1, we can rewrite $\mathcal{L}[u](m)$ in the following way:

$$
\begin{align*}
& \mathcal{L}[u](m) \\
= & \sum_{i=1}^{n}\left(u^{\nabla_{i} \Delta_{i}}(m)+B_{i}(m) u^{\Delta_{i}}(m)+C_{i}(m) u^{\nabla_{i}}(m)\right) \\
= & \sum_{i \in I_{R D}^{m}} u^{\nabla_{i} \Delta_{i}}(m)+\sum_{i \in I_{R S}^{m}}\left(u^{\nabla_{i} \Delta_{i}}(m)+B_{i}(m) u^{\Delta_{i}}(m)+C_{i}(m) u^{\nabla_{i}}(m)\right)  \tag{6}\\
= & \sum_{i \in I_{R D}^{m}} u^{\nabla_{i} \Delta_{i}}(m)+\sum_{i \in I_{R S}^{m}}\left(\frac{u^{\Delta_{i}}(m)-u^{\nabla_{i}}(m)}{\mu_{i}\left(m_{i}\right)}+B_{i}(m) u^{\Delta_{i}}(m)+C_{i}(m) u^{\nabla_{i}}(m)\right) .
\end{align*}
$$

If $I=I_{R D}^{m}$, then (6) implies that

$$
\mathcal{L}[u](m)=\sum_{i \in I_{R D}^{m}} u^{\nabla_{i} \Delta_{i}}(m) \leq 0,
$$

which contradicts (3). Otherwise, let us define the auxiliary functions

$$
\hat{\mu}(t):=\prod_{j \in I_{R S}^{t}} \mu_{j}\left(t_{j}\right), \quad \hat{\mu}_{-i}(t):=\prod_{\substack{j \in I_{R S}^{t} \\ j \neq i}} \mu_{j}\left(t_{j}\right) .
$$

Obviously, if $i \in I_{R S}^{t}$ we have

$$
\begin{equation*}
\hat{\mu}(t)=\hat{\mu}_{-i}(t) \mu_{i}\left(t_{i}\right) . \tag{7}
\end{equation*}
$$

We multiply both sides of the equality (6) by $\hat{\mu}(m)>0$ and use (7) to obtain

$$
\begin{aligned}
& \hat{\mu}(m) \mathcal{L}[u](m) \\
= & \hat{\mu}(m) \sum_{i \in I_{R D}^{m}} u^{\nabla_{i} \Delta_{i}}(m) \\
& +\hat{\mu}_{-i}(m) \mu_{i}\left(m_{i}\right) \sum_{i \in I_{R S}^{m}}\left(\frac{u^{\Delta_{i}}(m)-u^{\nabla_{i}}(m)}{\mu_{i}\left(m_{i}\right)}+B_{i}(m) u^{\Delta_{i}}(m)+C_{i}(m) u^{\nabla_{i}}(m)\right) \\
= & \hat{\mu}(m) \sum_{i \in I_{R D}^{m}} u^{\nabla_{i} \Delta_{i}}(m) \\
& +\hat{\mu}_{-i}(m) \sum_{i \in I_{R S}^{m}}\left[\left(1+B_{i}(m) \mu_{i}\left(m_{i}\right)\right) u^{\Delta_{i}}(m)+\left(-1+C_{i}(m) \mu_{i}\left(m_{i}\right)\right) u^{\nabla_{i}}(m)\right] .
\end{aligned}
$$

Lemma 3.1 together with the assumptions (5), and positivity of $\hat{\mu}(m)$ and $\hat{\mu}_{-i}(m)$ imply that

$$
\hat{\mu}(m) \mathcal{L}[u](m) \leq 0,
$$

which contradicts (3). Therefore we conclude that $u$ cannot achieve its maximum at an interior point of $\Lambda$.

## 4 Maximum principles for parabolic dynamic equations

In this section, we extend our results in the last section to the parabolic dynamic operators. Let $\Lambda$ be an $n$-dimensional time scale defined in section 3 . Then we define the ( $n+1$ )-dimensional time scale $\Omega$ by

$$
\Omega=\Lambda \times[0, T]_{\mathbb{T}_{n+1}},
$$

where $\mathbb{T}_{n+1}$ is an arbitrary time scale and $0, T \in \mathbb{T}_{n+1}$. In addition, we set

$$
B=\Lambda \times\{0\} \quad \text { and } \quad S=\partial \Lambda \times(0, T]_{\mathbb{T}_{n+1}},
$$

then we can define the parabolic boundary $P \Omega$ by

$$
P \Omega=S \cup B .
$$

Throughout this section, we study the functions in the set

$$
\begin{gathered}
\mathcal{D}(\Omega):=\left\{u: \Omega \rightarrow \mathbb{R} \mid u^{\nabla_{i} \Delta_{i}} \text { is continuous in } \Lambda_{\mathcal{K}}^{\mathcal{K}} \times[0, T]_{\mathbb{T}_{n+1}} \text { for each } i \in I\right. \\
\text { and } \left.u^{\nabla_{n+1}} \text { is continuous in } \Lambda \times\left([0, T]_{\mathbb{T}_{n+1}}\right) \mathcal{K}\right\} .
\end{gathered}
$$

Corollary 4.1 If $u \in \mathcal{D}(\Omega)$ satisfies

$$
\begin{equation*}
\Delta_{\mathbb{T}} u-u^{\nabla_{n+1}}=\sum_{i=1}^{n} u^{\nabla_{i} \Delta_{i}}-u^{\nabla_{n+1}}>0, \quad \text { in } \Lambda_{\mathcal{K}}^{\mathcal{K}} \times\left([0, T]_{\mathbb{T}_{n+1}}\right)_{\mathcal{K}}, \tag{8}
\end{equation*}
$$

Then $u$ cannot attain its maximum anywhere other than on the parabolic boundary.

Proof. For contradiction, we assume that $u$ attains its maximum at a point $m \in \Omega \backslash P \Omega$. This implies that $m \in \Lambda_{\mathcal{K}}^{\mathcal{K}} \times\left([0, T]_{\mathbb{T}_{n+1}}\right)_{\mathcal{K}}$. Therefore, by applying Lemma 3.1, we have

$$
u^{\nabla_{i} \Delta_{i}}(m) \leq 0 \quad \text { for each } i \in I .
$$

Since $u$ attains its maximum at $m$, by the definition of partial nabla derivative of $u$, we obtain

$$
\begin{equation*}
u^{\nabla_{n+1}}(m) \geq 0 \tag{9}
\end{equation*}
$$

It follows that

$$
\left(\Delta_{\mathbb{T}} u-u^{\nabla_{n+1}}\right)(m)=\sum_{i=1}^{n} u^{\nabla_{i} \Delta_{i}}(m)-u^{\nabla_{n+1}}(m) \leq 0,
$$

which contradicts (8).

Similarly, we consider the more general operator

$$
L[u]:=\sum_{i=1}^{n}\left(u^{\nabla_{i} \Delta_{i}}+\tilde{B}_{i} u^{\Delta_{i}}+\tilde{C}_{i} u^{\nabla_{i}}\right)-u^{\nabla_{n+1}} .
$$

Corollary 4.2 If $u \in \mathcal{D}(\Omega)$ satisfies

$$
\begin{equation*}
L[u]>0, \quad \text { in } \Lambda_{\mathcal{K}}^{\mathcal{K}} \times\left([0, T]_{\mathbb{T}_{n+1}}\right)_{\mathcal{K}}, \tag{10}
\end{equation*}
$$

and let $\tilde{B}_{i}$ and $\tilde{C}_{i}$ satisfy

$$
\left\{\begin{array}{l}
\tilde{B}_{i}(t) \geq 0  \tag{11}\\
\tilde{C}_{i}(t) \leq 0
\end{array}\right.
$$

for each $t \in \Lambda_{\mathcal{K}}^{\mathcal{K}} \times\left([0, T]_{\mathbb{T}_{n+1}}\right)_{\mathcal{K}}$ which is $i$-right scattered and $i \in I$. Then $u$ cannot attain its maximum anywhere other than on the parabolic boundary.

Proof. For contradiction, we assume that $u$ attains its maximum at a point $m \in \Omega \backslash P \Omega$. Lemma 3.1 together with the assumptions (11) and (9) imply that

$$
\begin{aligned}
& L[u](m) \\
= & \sum_{i=1}^{n}\left(u^{\nabla_{i} \Delta_{i}}(m)+\tilde{B}_{i}(m) u^{\Delta_{i}}(m)+\tilde{C}_{i}(m) u^{\nabla_{i}}(m)\right)-u^{\nabla_{n+1}}(m) \\
= & \sum_{i \in I_{R D}^{m}} u^{\nabla_{i} \Delta_{i}}(m)+\sum_{i \in I_{R S}^{m}}\left(u^{\nabla_{i} \Delta_{i}}(m)+\tilde{B}_{i}(m) u^{\Delta_{i}}(m)+\tilde{C}_{i}(m) u^{\nabla_{i}}(m)\right)-u^{\nabla_{n+1}}(m) \\
\leq & 0
\end{aligned}
$$

which contradicts (10).

Theorem 4.3 Let $u \in \mathcal{D}(\Omega)$ satisfy the inequality (10) and let $\tilde{B}_{i}$ and $\tilde{C}_{i}$ satisfy

$$
\left\{\begin{array}{l}
1+\tilde{B}_{i}(t) \mu_{i}\left(t_{i}\right) \geq 0  \tag{12}\\
-1+\tilde{C}_{i}(t) \mu_{i}\left(t_{i}\right) \leq 0
\end{array}\right.
$$

for each $t \in \Lambda_{\mathcal{K}}^{\mathcal{K}} \times\left([0, T]_{\mathbb{T}_{n+1}}\right)_{\mathcal{K}}$ which is $i$-right scattered and $i \in I$. Then $u$ cannot attain its maximum anywhere other than on the parabolic boundary.

Proof. For contradiction, we assume that $u$ attains its maximum at a point $m \in \Omega \backslash P \Omega$. As similar as the proof of Theorem 3.4, we rewrite $L[u](m)$ in the following way:

$$
\begin{align*}
& L[u](m) \\
= & \sum_{i \in I_{R D}^{m}} u^{\nabla_{i} \Delta_{i}}(m)  \tag{13}\\
& +\sum_{i \in I_{R S}^{m}}\left(\frac{u^{\Delta_{i}}(m)-u^{\nabla_{i}}(m)}{\mu_{i}\left(m_{i}\right)}+\tilde{B}_{i}(m) u^{\Delta_{i}}(m)+\tilde{C}_{i}(m) u^{\nabla_{i}}(m)\right)-u^{\nabla_{n+1}}(m) .
\end{align*}
$$

If $I=I_{R D}^{m}$, then (13) and (9) imply that

$$
L[u](m)=\sum_{i \in I_{R D}^{m}} u^{\nabla_{i} \Delta_{i}}(m)-u^{\nabla_{n+1}}(m) \leq 0,
$$

which contradicts (10). Otherwise, we multiply both sides of the equality (13) by $\hat{\mu}(m)>0$ and use (7) and (9) to obtain that

$$
\begin{aligned}
& \hat{\mu}(m) L[u](m) \\
= & \hat{\mu}(m) \sum_{i \in I_{R D}^{m}} u^{\nabla_{i} \Delta_{i}}(m) \\
& +\hat{\mu}_{-i}(m) \sum_{i \in I_{R S}^{m}}\left[\left(1+\tilde{B}_{i}(m) \mu_{i}\left(m_{i}\right)\right) u^{\Delta_{i}}(m)+\left(-1+\tilde{C}_{i}(m) \mu_{i}\left(m_{i}\right)\right) u^{\nabla_{i}}(m)\right] \\
& -\hat{\mu}(m) u^{\nabla_{n+1}}(m) \\
\leq & 0
\end{aligned}
$$

which contradicts (10) and the proof is done.

Next we consider the operator which contains the non-derivative term

$$
(L+h)[u]:=\sum_{i=1}^{n}\left(u^{\nabla_{i} \Delta_{i}}+\tilde{B}_{i} u^{\Delta_{i}}+\tilde{C}_{i} u^{\nabla_{i}}\right)-u^{\nabla_{n+1}}+h u .
$$

Theorem 4.4 Let $u \in \mathcal{D}(\Omega)$ satisfy

$$
\begin{equation*}
(L+h)[u]>0, \quad \text { in } \Lambda_{\mathcal{K}}^{\mathcal{K}} \times\left([0, T]_{\mathbb{T}_{n+1}}\right)_{\mathcal{K}}, \tag{14}
\end{equation*}
$$

and let $\tilde{B}_{i}$ and $\tilde{C}_{i}$ satisfy the inequality (12). Moreover, we suppose that

$$
\begin{equation*}
h(t) \leq 0, \tag{15}
\end{equation*}
$$

for each $t \in \Lambda_{\mathcal{K}}^{\mathcal{K}} \times\left([0, T]_{\mathbb{T}_{n+1}}\right)$ 승 . Then u cannot attain a nonnegative maximum anywhere other than on the parabolic boundary.

Proof. For contradiction, we assume that $u$ attains a nonnegative maximum at a point $m \in \Omega \backslash P \Omega$. By the proof of Theorem 4.3, we know that

$$
L[u](m) \leq 0,
$$

if $u$ attains its maximum at the point $m$. Then, together with the condition $h(m) u(m) \leq 0$, we easily see that

$$
(L+h)[u](m)=L[u](m)+h(m) u(m) \leq 0,
$$

which contradicts (14).

Corollary 4.5 If $u \in \mathcal{D}(\Omega)$ satisfies

$$
\begin{equation*}
\sum_{i=1}^{n}\left(u^{\nabla_{i} \Delta_{i}}+\tilde{B}_{i} u^{\Delta_{i}}+\tilde{C}_{i} u^{\nabla_{i}}+\beta_{i} u^{\hat{\sigma}_{i}}+\gamma_{i} u^{\hat{\rho}_{i}}\right)-u^{\nabla_{n+1}}+h u>0 \tag{16}
\end{equation*}
$$

in $\Lambda_{\mathcal{K}}^{\mathcal{K}} \times\left([0, T]_{\mathbb{T}_{n+1}}\right)_{\mathcal{K}}$. Further, we assume that

$$
\left\{\begin{array}{l}
1+\left(\tilde{B}_{i}(t)+\mu_{i}\left(t_{i}\right) \beta_{i}(t)\right) \mu_{i}\left(t_{i}\right) \geq 0  \tag{17}\\
-1+\left(\tilde{C}_{i}(t)-\nu_{i}\left(t_{i}\right) \gamma_{i}(t)\right) \mu_{i}\left(t_{i}\right) \leq 0
\end{array}\right.
$$

for each $t \in \Lambda_{\mathcal{K}}^{\mathcal{K}} \times\left([0, T]_{\mathbb{T}_{n+1}}\right)_{\mathcal{K}}$ which is $i$-right scattered and $i \in I$, and

$$
\begin{equation*}
h+\sum_{i=1}^{n}\left(\beta_{i}+\gamma_{i}\right) \leq 0, \quad \text { in } \Lambda_{\mathcal{K}}^{\mathcal{K}} \times\left([0, T]_{\mathbb{T}_{n+1}}\right)_{\mathcal{K}} \tag{18}
\end{equation*}
$$

Then $u$ cannot attain a nonnegative maximum anywhere other than on the parabolic boundary.

Proof. Using the formula (d) and (g) in the Lemma 2.8, we can obtain the two analogues equalities:

$$
\begin{aligned}
& u\left(\hat{\sigma}_{i}(t)\right)=u(t)+\mu_{i}\left(t_{i}\right) u^{\Delta_{i}}(t), \\
& u\left(\hat{\rho}_{i}(t)\right)=u(t)-\nu_{i}\left(t_{i}\right) u^{\nabla_{i}}(t),
\end{aligned}
$$

for each $t \in \Lambda_{\mathcal{K}}^{\mathcal{K}} \times\left([0, T]_{\mathbb{T}_{n+1}}\right)_{\mathcal{K}}$ and $i \in I$. Substituting these into (16), we obtain
$\sum_{i=1}^{n}\left(u^{\nabla_{i} \Delta_{i}}+\left(\tilde{B}_{i}+\mu_{i}\left(t_{i}\right) \beta_{i}\right) u^{\Delta_{i}}+\left(\tilde{C}_{i}-\nu_{i}\left(t_{i}\right) \gamma_{i}\right) u^{\nabla_{i}}\right)-u^{\nabla_{n+1}}+\left(h+\sum_{i=1}^{n}\left(\beta_{i}+\gamma_{i}\right)\right) u>0$.
Obviously, this operator has the form of (14), and the assumptions (17) and (18) ensure that the inequalities (12) and (15) hold. Consequently, we can use Theorem 4.4 to verify the statement.

Finally, we establish the weak maximum principles for the parabolic operator and apply it to obtain the uniqueness of solutions for the initial boundary
value problem.

Theorem 4.6 Let $u \in \mathcal{D}(\Omega)$ satisfy

$$
\begin{equation*}
L[u] \geq 0, \quad \text { in } \Lambda_{\mathcal{K}}^{\mathcal{K}} \times\left([0, T]_{\mathbb{T}_{n+1}}\right)_{\mathcal{K}} \tag{19}
\end{equation*}
$$

and we assume that $\tilde{B}_{i}$ be bounded above and $\tilde{C}_{i} \leq 0$ satisfy the inequalities (12). Then $u$ attains its maximum on the parabolic boundary, i.e.,

$$
\begin{equation*}
\sup _{\Omega} u=\sup _{P \Omega} u . \tag{20}
\end{equation*}
$$

Proof. Since $\tilde{B}_{1}$ is bounded above, there exists a negative constant $\alpha$ such that

$$
\begin{equation*}
\alpha+\tilde{B}_{1}<0, \quad \text { in } \Lambda_{\mathcal{K}}^{\mathcal{K}} \times\left([0, T]_{\mathbb{T}_{n+1}}\right)_{\mathcal{K}} \tag{21}
\end{equation*}
$$

Select any point $\hat{t} \in \mathbb{T}_{1}$. Then, applying Lemma 2.7 and 2.10, we obtain

$$
\begin{align*}
L\left[\hat{e}_{\alpha}\left(t_{1}, \hat{t}\right)\right] & =\left(\hat{e}_{\alpha}\left(t_{1}, \hat{t}\right)\right)^{\nabla_{1} \Delta_{1}}+\tilde{B}_{1}\left(\hat{e}_{\alpha}\left(t_{1}, \hat{t}\right)\right)^{\Delta_{1}}+\tilde{C}_{1}\left(\hat{e}_{\alpha}\left(t_{1}, \hat{t}\right)\right)^{\nabla_{1}} \\
& =\left(\alpha+\tilde{B}_{1}\right) \hat{e}_{\alpha}^{\Delta_{1}}\left(t_{1}, \hat{t}\right)+\alpha \tilde{C}_{1} \hat{e}_{\alpha}\left(t_{1}, \hat{t}\right) \\
& =\left(\alpha+\tilde{B}_{1}\right) \hat{e}_{\alpha}^{\nabla_{1}}\left(\sigma_{1}\left(t_{1}\right), \hat{t}\right)+\alpha \tilde{C}_{1} \hat{e}_{\alpha}\left(t_{1}, \hat{t}\right)  \tag{22}\\
& =\left(\alpha+\tilde{B}_{1}\right) \alpha \hat{e}_{\alpha}\left(\sigma_{1}\left(t_{1}\right), \hat{t}\right)+\alpha \tilde{C}_{1} \hat{e}_{\alpha}\left(t_{1}, \sigma_{1}\left(t_{1}\right)\right) \hat{e}_{\alpha}\left(\sigma_{1}\left(t_{1}\right), \hat{t}\right) \\
& =\alpha \hat{e}_{\alpha}\left(\sigma_{1}\left(t_{1}\right), \hat{t}\right)\left[\alpha+\tilde{B}_{1}+\tilde{C}_{1} \hat{e}_{\alpha}\left(t_{1}, \sigma_{1}\left(t_{1}\right)\right)\right] .
\end{align*}
$$

The assumption $\tilde{C}_{1} \leq 0$ together with (21), we see that

$$
L\left[\hat{e}_{\alpha}\left(t_{1}, \hat{t}\right)\right]>0, \quad \text { in } \Lambda_{\mathcal{K}}^{\mathcal{K}} \times\left([0, T]_{\mathbb{T}_{n+1}}\right)_{\mathcal{K}} .
$$

Then for each $\varepsilon>0$, we have

$$
\begin{equation*}
L\left[u+\varepsilon \hat{e}_{\alpha}\left(t_{1}, \hat{t}\right)\right]=L[u]+\varepsilon L\left[\hat{e}_{\alpha}\left(t_{1}, \hat{t}\right)\right]>0 \tag{23}
\end{equation*}
$$

in $\Lambda_{\mathcal{K}}^{\mathcal{K}} \times\left([0, T]_{\mathbb{T}_{n+1}}\right)_{\mathcal{K}}$, so that

$$
\begin{equation*}
\sup _{\Omega}\left(u+\varepsilon \hat{e}_{\alpha}\left(t_{1}, \hat{t}\right)\right)=\sup _{P \Omega}\left(u+\varepsilon \hat{e}_{\alpha}\left(t_{1}, \hat{t}\right)\right), \tag{24}
\end{equation*}
$$

by applying the Theorem 4.3.
Now we want to show that $\sup _{\Omega} u=\sup _{P \Omega} u$. For contradiction, we assume that $\sup _{\Omega} u>\sup _{P \Omega} u$. Since the time scale $\mathbb{T}_{1}$ is bounded, this implies that $0<$ $\hat{e}_{\alpha}\left(t_{1}, \hat{t}\right)<M$ for some $M>0$. We set $K=\sup _{\Omega} u-\sup _{P \Omega} u>0$ and take $\varepsilon=\frac{K}{2 M}$, then by applying (24) we can deduce that

$$
\begin{aligned}
\sup _{P \Omega}\left(u+\varepsilon \hat{e}_{\alpha}\left(t_{1}, \hat{t}\right)\right) & \leq \sup _{P \Omega}(u+\varepsilon M)=\sup _{P \Omega} u+\varepsilon M \\
& =\left(\sup _{\Omega} u-K\right)+\frac{K}{2}<\sup _{\Omega} u \\
& \leq \sup _{\Omega}\left(u+\varepsilon \hat{e}_{\alpha}\left(t_{1}, \hat{t}\right)\right)=\sup _{P \Omega}\left(u+\varepsilon \hat{e}_{\alpha}\left(t_{1}, \hat{t}\right)\right),
\end{aligned}
$$

which is a contradiction and the proof is done.

The above proven maximum principles yields the uniqueness of solutions for the following problem:

$$
\left\{\begin{array}{l}
\sum_{i=1}^{n}\left(u^{\nabla_{i} \Delta_{i}}+\tilde{B}_{i} u^{\Delta_{i}}+\tilde{C}_{i} u^{\nabla_{i}}\right)-u^{\nabla_{n+1}}=f(t) \quad \text { on } \Lambda_{\mathcal{K}}^{\mathcal{K}} \times\left([0, T]_{\mathbb{T}_{n+1}}\right) \mathcal{K}  \tag{25}\\
u(t)=g(t) \quad \text { on } B \\
u(t)=h(t) \quad \text { on } S
\end{array}\right.
$$

Theorem 4.7 Suppose that the assumptions of Theorem 4.6 holds. If $u_{1}$ and $u_{2}$ are solutions of the initial boundary value problem (25), then $u_{1} \equiv u_{2}$.

Proof. First of all, we define the auxiliary function $v=u_{1}-u_{2}$. Since both $u_{1}$ and $u_{2}$ are solutions of (25), this implies that

$$
\left\{\begin{array}{l}
\sum_{i=1}^{n}\left(v^{\nabla_{i} \Delta_{i}}+\tilde{B}_{i} v^{\Delta_{i}}+\tilde{C}_{i} v^{\nabla_{i}}\right)-v^{\nabla_{n+1}}=0 \quad \text { on } \Lambda_{\mathcal{K}}^{\mathcal{K}} \times\left([0, T]_{\mathbb{T}_{n+1}}\right)_{\mathcal{K}}  \tag{26}\\
v(t)=0 \quad \text { on } P \Omega
\end{array}\right.
$$

Obviously, we know that $-v$ is also a solution of (26). Then by applying Theorem 4.6, we have that

$$
\sup _{\Omega} v=\sup _{P \Omega} v=0 \quad \text { and } \quad \sup _{\Omega}(-v)=\sup _{P \Omega}(-v)=0 .
$$

It follows that

$$
v(t) \leq 0 \quad \text { and } \quad-v(t) \leq 0
$$

for each $t \in \Omega$. Consequently, we get the conclusion that $v=u_{1}-u_{2}=0$.
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