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中文摘要 
本研究案主要著力於學生學習模型、電腦輔助試題翻譯、電腦輔助語文教學和中文訴訟文

書分類四個研究主題。在學生學習模型方面，我們以貝氏網路來表示學生學習模型，並且

提出了一個方法來學習學生的學習模型的方法。在電腦輔助試題翻譯這一項工作中，我們

建構了一個實際的系統，用以輔助專家翻譯 TIMSS 試題。在電腦輔助語文教學這一項工作

中，我們建構了一個真實的系統，可以輔助國語科教師編輯試題。中文訴訟文書分類並不

是這一次研究案的主角，是我們結束前一國科會研究案的工作。本次研究計畫執行期間，

合計發表 17 篇論文（兩篇國際期刊論文、三篇國際學術研討會論文國內學術會議方面，則

有六篇 ROCLING 論文、四篇 TAAI 論文、一篇 NCS 和一篇 TANET 論文），總頁數達到 133
頁；其中包含一篇人工智慧與電腦輔助教學跨領域研究的優質期刊論文(IJAIED)和一篇計

算語言學優質研討會(ACL)的研討會論文。 

關鍵詞：貝氏網路、學生學習歷程、建模技術、資訊檢索、電腦輔助語文學習、機器翻譯 

Abstract 
In this report, we summarize the results of this research project on several fronts. 
For student modeling, we proposed a simulation-based approach to learn the struc-
tures of Bayesian networks that contain unobservable variables. We have built three 
functioning systems for practical applications of natural language processing tech-
niques. We built an environment for computer-assisted translation of TIMSS test 
items, an environment for assisting teachers to compose test items for elementary 
Chinese, and an environment for searching Chinese indictment documents.   

Keywords: Bayesian networks, structure learning, learning processes of composite 
concepts, information retrieval, computer assisted language learning, machine 
translation 
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報告內容 

前言 

本研究案雖然不是一個整合型計畫，但是一開始即訂定多項目標，因此實際上很難以

一份報告來總結所有子項計畫的研究成果。因此，在這一份報告中，我們為個別子項計畫

撰寫簡要的文字資料，然後請有興趣深入研究的讀者繼續研讀已經發表的期刊論文或者學

術會議論文。 

這一個研究案從事兩大類但相互關連的研究工作：一個是認知歷程的建模技術，另一

個則是以自然語言處理為基礎的實際軟體系統的建置。認知歷程的建模技術方面，我們以

學生學習綜合觀念的問題作為研究的主題。實際軟體系統方面，我們建立了三個不同的系

統：中文訴訟文書檢索系統、電腦輔助 TIMSS 試題翻譯環境和電腦輔助國語科試題出題環

境。 

在實際的環境中，如果我們想要利用人工智慧技術來讓軟體系統提供使用者最好的服

務，瞭解使用者真實的需求是必要的基礎。實務上我們很難經常性地詢問使用者的需求和

回饋，因此從間接的資訊來推測使用者的興趣或者意向是重要的基礎技術。所以，以上兩

大類的研究工作，以長遠的角度來說是有密切關連的。現階段的工作是一個逐漸打底的工

作；我們期待繼續朝綜合人工智慧技術、機器學習技術和自然語言處理技術來建構有用的

資訊檢索環境和電腦輔助語文學習的環境。 

在研究進度方面，計畫主持人全力從事認知歷程的建模技術，因此這一部分的成果比

較能夠掌握。應用自然語言處理技術來建立實際系統的部分，則全部是以碩士班研究生執

行，雖然能夠維持一些進度，但是計畫推展的速度並不能令人完全滿意。 

在研究成果方面，我們發表了 17 篇學術論文，總頁數達到 133 頁。在研究成果小節中

我們將分析所達成的成果。我們把各項主要子項工作比較具有代表性的論文附在本份報告

的附錄中。就如前面所說明，這一份報告的本身其實只能是我們所進行的所有工作的大摘

要而已，所有工作的真正成果已經反映在所發表的論文之中，因此雖然我們必須把論文放

在附錄，但是其實論文本身才應該是這一個研究案的成果的真正主角。 

附錄包含了四篇論文：IJAIED 的期刊論文一篇（建模技術相關論文，這是一篇出版商

有版權的文章，不宜在網路上公開），ACL 國際學術研討會論文一篇（電腦輔助國語科試

題出題輔助系統）， ROCLING 國內學術研討會論文一篇（電腦輔助 TIMSS 試題翻譯環境）

和 TAAI 國內學術研討會論文一篇（中文訴訟文書檢索系統）。 

研究目的 

我們分四個段落簡述四個不同的子項目的研究目的。詳細資料請參閱相關論文。 

在建立使用者模型方面，我們希望能夠找到一個好的辦法，讓我們可以在不能夠直接

觀測模型中所有相關變數的狀態的情形之下，仍然能夠以貝氏網路來表示所有相關變數的

直接和間接機率關係。在所進行的研究中，學生的答題的反應（目前僅以「對」和「錯」

表示）是可以直接觀測的變數，而我們所建立的模型包含了學生對於個別觀念的能力。能

力與答題的對錯雖然有密切關係，但是關係卻不是邏輯式的，因為有人會因為運氣好答對
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題目，也有人會因為一時疏忽等複雜原因，在有相關能力的情形之下，卻沒有答對題目。

簡單地說，本項研究是要以學生的答題的對錯來反推學生的學習模式的貝氏網路。 

在中文訴訟文書檢索系統中，我們採用了幾種資訊檢索和人工智慧的分類、分群的技

術來輔助專業和非專業法學人士來檢索以中文撰寫的地方法院訴訟文書。對於檢索者而

言，我們希望能夠提高相關判例的檢索效率，同時這一系統也希望能夠有助於專業人士檢

索相關刑事案件的判刑刑度，藉此希望有助於法院判決的一致性。 

電腦輔助 TIMSS 試題翻譯環境的研究，同樣也是結合人工智慧與自然語言處理的應用

研究，目的是協助 TIMSS 試題的翻譯。TIMSS 試題的原文是以英文撰寫的國際標準試題，

測驗的目的是要評比參與 TIMSS 計畫的各個國家的科學數理的教學成效。我國參與 TIMSS
計畫，因此須要把 TIMSS 試題翻譯為中文試題，好讓我國四年級和八年級（國中二年級）

的學生受測。我們建構了一個環境，希望能協助負責翻譯試題的專家，能夠以較低的時間

代價從事符合翻譯準則的翻譯工作。 

電腦輔助國語科試題出題環境則是利用自然語言處理技術，協助國語科或者華語教師

編輯與華語學習相關的試題，好讓教師能夠透過網路從事測驗。這一個系統同時包含了試

題編輯、題庫管理、網路施測和測後分析等功能。試題的類型則包含的漢語語音辨識、改

錯字試題、中文克漏詞(cloze)、中文量詞和句子重組五個題型。 

文獻探討 

由於前述的四大項研究各有自己相關的文獻，因此無法在一篇報告中簡單地整合。除

了因為研究方向的重要差別，另外也因為相關文獻的量的關係，請有興趣的讀者與評審參

閱個別論文中的相關文獻探討的資料。 

研究方法 

我們分四個段落簡述四個不同的子項目的研究方法。詳細資料請參閱相關論文。 

在建立使用者模型方面，我們首先建立一般適性化教學研究所依賴的模型，利用這樣

的模型來產生模擬的學生答題表現。有了答題表現的資料，我們才能進行下一步研究。在

研究中，我們比較了以經驗法則(heuristics)、類神經網路(artificial neural networks)和支持向

量機(support vector machines)所建構的分類器等技術來猜測先前用以產生模擬的學生資料

時所使用的貝氏網路模型。除了利用經驗法則來猜測的方法之外，我們須要利用監督式學

習法(supervised learning)來訓練類神經網路模型和支持向量機模型，這時我們假設有專業的

猜測，讓我們得以限縮所欲尋找的模型的範圍。實驗中，我們假設了學生的答題反應跟其

真實能力，只會呈現機率式的關連性，同時操弄這一關連性的不確定性，來研究經驗法則、

類神經網路和支持向量機所建構的分類器，在不同的程度的不確定性關連下所能達成的正

確性。 

在中文訴訟文書檢索系統中，除了典型的 inverted indexing 之外，我們利用更多的自然

語言處理技術，建構不同的管道來協助查詢者找到有用的資料。這其中跟語意比較相關的

是我們採用了詞組(term pairs)為基礎的分群機制，讓我們來評比訴訟文書的相關度直覺上來

說。以詞組為檢索機制，比較能夠彰顯詞彙的語意。此外，我們也利用詞彙的同現(collocation)
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來導引建議檢索檔案。跟我們以詞組為基礎來做檔案分群的理念相似，以同現的分數高低

來建議檢索資料，也可能因為比較能夠捕捉到檢索者的意圖而提高檢索效率。 
電腦輔助 TIMSS 試題翻譯環境的建置是一個典型的機器翻譯(machine translation)的研

究。對於機器翻譯這個研究議題來說，兩年的計畫時程只能建立基礎而已。我們應用語言

模型(language models)、雙語對譯資料(parallel corpora)、範例式學習技術(example-based 
learning)三個主要技術，結合現在受到學界普遍使用的 Moses 和 Lucene 開放式軟體工具建

立了一個翻譯輔助環境。本研究案，受到國立台灣師範大學科學教育中心的張主任的協助，

因此得以獲得相關的 TIMSS 中英文試題。 

電腦輔助國語科試題出題環境提供五大類型試題的編輯：漢語語音辨識、改錯字試題、

中文克漏詞、中文量詞和句子重組。因此我們須要利用到語音、漢字構形、漢語詞彙和漢

語語法等數個不同層次的語文資訊。我們利用自然語言處理技術，依照試題編輯者（通常

是教師）所要求的試題條件，從所蒐集的語文資料找到相關的語料，並且依照所編輯的試

題的特性提出有用的建言。試題編輯者可以利用我們的介面建立基本的題庫，進而建立試

卷資料庫，爾後學生也可以透過網路作答。學生作答的結果可以立即得到回饋，教師也可

以分析所任課的學生群的測驗結果，檢討其教學策略。 

研究成果與討論 

我們分別簡述四個不同的子項目的研究成果。詳細資料（特別是個別研究的學術意義）

請參閱相關論文中比較詳細的討論。 

在建立使用者模型方面，我們在 International Journal of Artificial Intelligence in 
Education (IJAIED) 發表了一篇 49 頁的長篇論文[1]，在這之前，我們在全國計算機會議發

表了一篇中文論文[12]為國內學者介紹這一個研究的縮影 。IJAIED 是一個優質的期刊，

是 International AIED Society 的正式期刊，由 University of Edinburgh 的教授擔任主編，一

年一般只收錄十餘篇論文，其中部分還是兩年一次的 AIED 學術研討會的最佳論文才能獲

得推薦。因此研究成果能夠在 IJAIED 刊登，應該算是相當不容易的一項成就。 

在中文訴訟文書檢索系統方面，我們在 2007 年和 2008 年的人工智慧學會年會(TAAI)
發表了三篇論文[6, 13, 14]。 

電腦輔助 TIMSS 試題翻譯環境的建置方面，我們在 Journal of Advanced Computational 
Intelligence and Intelligent Informatics (JACIII)發表了一篇簡短的期刊論文[2]，在 RANLP 國

際學術研討會中發表了一篇論文[5], 在 2007 年和 2008 年的計算語言學研討會(ROCLING)
上各發表了一篇論文[10, 17]。 

因為所牽涉的問題，不僅僅是資訊科學的技術，同時還有關於教學的可能成效，因此

電腦輔助國語科試題出題環境的研究成果，部分是發表在比較接近教育領域的會議中，去

接受第一線的使用者的挑戰。這一方面的部分成果發表於 JACIII 期刊論文[2]，2008 年的

ACL 國際學術研討會[3]，2008 年的 CAERDA 學術研討會[4]，2007 年的 RANLP 國際學術

研討會[5]，兩篇 2008 年的計算語言學研討會(ROCLING)[8, 9]和一篇 2007 年的網際網路研

討會(TANET)[15]。ACL 是國際間計算語言學界最著名的國際學術研討會之一，研究成果

能夠獲得 ACL 年會收錄，是一項不錯的成就。 
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除了本份報告目前所報告的四項研究子項目之外，我們這一個研究計畫還做了一些嘗

試性質的研究，這一些嘗試性的研究偶而也有一些零星的論文發表。在研究生方面，這兩

年期間，有一為研究生曾經探討利用文件分類的技術來猜測新聞報導與股價漲跌趨勢的可

能關係[16]，另有一位研究生探討利用文件內容的分析技術，來為研討會投稿論文找尋合適

的論文評審委員[11]，這兩項研究經驗都發表在 ROCLING 研討會。此外，我們也有一位大

學部同學利用機器學習技術的觀念，發展出一個可以提供任意形狀棋盤的黑白棋(Reversi)
服務的軟體服務[7]，這一向研究成果則發表於 TAAI 研討會。 
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計畫成果自評 
這一項研究計畫歷時兩年，原本的研究目標包含兩大方向，一個是模型建立技術的研

究，另一個則是與自然語言處理相關的研究。在這兩年之中，我們合計發表兩篇期刊論文，

三篇國際學術研討會論文和 12 篇國內學術會議論文。 

在建立模型技術的研究方面，我們覺得有很值得自豪的成就，能夠在 International 
Journal of Artificial Intelligence in Education (IJAIED) 發表長篇論文。IJAIED 是 AIED 學會

的代表期刊，而 AIED 的學術研討會和 ITS 學術研討會則是電腦輔助教學兩大旗艦級的國

際學術研討會。部分的 IJAIED 論文還是從 AIED 兩年一次的國際學術會議中精選而得的

(ITS 也是兩年一次的國際學術會議)。因此，我們主觀地相信以兩年多的努力來換取一篇

IJAIED 的論文是一項值得的投資。 

相對之下，自然語言處理相關的研究的學術成果則顯得較為薄弱，由於研究計畫的規

模和過去兩年的兼任研究助理都還是只有由碩士班研究生來擔任，因此只能建立一些基礎

的經驗，僅僅在發表論文的數量和研究廣度上做努力。我們在電腦輔助法學資訊檢索，電

腦輔助機器翻譯和電腦輔助國語科試題編輯三個方面，都建置了真實可以在網路上使用的

軟體，除了為實驗室建立一些可用的軟體工具，為更深層研究建立基礎之外，最明顯可見

的成果可能是在於訓練可以進入職場的資訊科技人才。 
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A Simulation-Based Experience in Learning Structures of 
Bayesian Networks to Represent How Students Learn 
Composite Concepts 

Chao-Lin Liu, Department of Computer Science, National Chengchi University, Taiwan 
chaolin@nccu.edu.tw 

Abstract. Composite concepts result from the integration of multiple basic concepts by students to 
form high-level knowledge, so information about how students learn composite concepts can be used 
by instructors to facilitate students’ learning, and the ways in which computational techniques can as-
sist the study of the integration process are therefore intriguing for learning, cognition, and computer 
scientists. We provide an exploration of this problem using heuristic methods, search methods, and 
machine-learning techniques, while employing Bayesian networks as the language for representing the 
student models. Given experts’ expectation about students and simulated students’ responses to test 
items that were designed for the concepts, we try to find the Bayesian-network structure that best 
represents how students learn the composite concept of interest. The experiments were conducted with 
only simulated students. The accuracy achieved by the proposed classification methods spread over a 
wide range, depending on the quality of collected input evidence. We discuss the experimental proce-
dures, compare the experimental results observed in certain experiments, provide two ways to analyse 
the influences of Q-matrices on the experimental results, and we hope that this simulation-based ex-
perience may contribute to the endeavours in mapping the human learning process. 

Keywords. Student Modelling; Learning Patterns; Bayesian Networks; Computer-Assisted Cognitive Modelling; 
Computer-Assisted Learning; Machine Learning 

INTRODUCTION 

Obtaining good student models is crucial to the success of computer-assisted learning. Relying on stu-
dent models, computerised adaptive testing systems (CATs) may assess students’ competence levels 
more efficiently than traditional pen-and-paper tests by adaptively selecting and administering appro-
priate test items for individual students (van der Linden & Glas, 2000). If, in addition, a model cap-
tures how students learn, then we may apply the model for computer assisted instruction and testing 
(Nichols et al., 1995; Leighton & Gierl, 2007). For instance, by introducing prerequisite relationships 
in a refined model, Carmona et al. (2005) showed that there is room for boosting the efficiency of 
CATs. In this paper, we adopt Bayesian networks (Pearl, 1988; Jensen & Nielsen, 2007) as the lan-
guage to represent student models, and discuss a simulation-based experience in which we attempted 
to learn student models with machine-learning techniques based on students’ responses to test items. 
The simulation-based results indicate how and when we can learn students’ learning patterns from 

their item responses, and shed light on some difficulties that we may encounter in similar studies that 
use the item responses of real students. 

Measuring students’ competence levels with their responses to test items is a typical problem of 
uncertain reasoning in CATs. The slip and guess cases are two frequently mentioned sources of uncer-
tainty, e.g., (VanLehn et al., 1994; Millán & Pérez-de-la-Cruz, 2002). Students may accidentally fail to 
respond to test items correctly (the slip case), or they may just be lucky enough to guess the correct 
answers to the test items (the guess case). Students may also make mistakes intentionally (Reye, 2004). 
Due to such an uncertain correspondence between students’ mastery levels and item responses, re-
searchers and practitioners have applied probability-based methods for student assessment (Mislevy & 
Gitomer, 1996). Vos (2000) and Vomlel (2004), for instance, showed that probability-based proce-
dures offer chances for teachers to correctly identify students’ mastery levels with a fewer total num-
ber of test items in tests of variable length. 

In recent years, Bayesian networks have offered a convenient computational tool for implement-
ing the probability-based testing procedures and also for cognitive and developmental psychology 
(Glymour, 2003). Martin and VanLehn (1995) and Mislevy and Gitomer (1996) studied the applica-
tions of Bayesian networks for student assessment. Mayo and Mitrovic (2001) conducted a survey of 
this trend and applied decision theories to optimise their systems for intelligent tutoring. Conati et al. 
(2002) applied Bayesian networks to both assessing students’ competence and recognising students’ 
intention. The research on applications of Bayesian networks in CATs also led to real world perform-
ing systems, e.g., SIETTE (Conejo et al., 2004; Guzmán et al., 2007b). 

To apply Bayesian networks in an inference task, we need the network structure and the condi-
tional probability tables (CPTs) that implicitly specify the joint probability distribution of all of the 
variables of interest. Just as we have to learn model parameters when we apply the Item Response 
Theory (van der Linden & Hambleton, 1997) in CATs, we have to learn the CPTs for Bayesian net-
works (Mislevy et al., 1999) from students’ records, while experts often provide specifications of the 
network structures. The network structure essentially portrays the structure of the knowledge of the 
students in the study, and has an influence on the ways in which the decision mechanisms in CATs 
make inferences about students’ mastery levels. 

Not surprisingly, researchers have explored different network structures in which the nodes for 
the variables were organised in different styles. For instance, Millán and Pérez-de-la-Cruz (2002) 
categorised nodes in their multi-layer Bayesian networks into four types: subjects, topics, concepts, 
and questions. Reye (2004) employed nodes that represented students’ competence as the backbone of 
the network, and associated a uniform substructure with each node on the backbone to assist the proc-
ess of making inferences about students’ competence. Despite the differences in the network structures, 
both studies emphasised the importance of modelling the prerequisite relationships among the learning 
targets. Carmona et al. (2005) reported that adding prerequisite relationships in Bayesian networks 
helped reduce test lengths in CATs. In addition to utilising different categories of variables, research-
ers may choose to let the nodes for concepts be parent nodes of nodes for test items, or the other way 
around. Mislevy and Gitomer (1996) and Millán and Pérez-de-la-Cruz (2002) discussed the implica-
tions of the different choices which can be made in the directions of the links. 

Although the majority of the CAT research community rely on experts to provide network struc-
tures, it is conceivable that we may learn the network structures from students’ records using the ma-
chine learning techniques for Bayesian networks (Heckerman, 1999; Jordan, 1999; Neapolitan, 2004). 
Vomlel (2004) attempted to apply a variant of the PC-algorithm (Spirtes et al., 2000) that was imple-
mented in Hugin (http://www.hugin.dk) to learn network structures, and augmented the networks with 

hidden variables based on experts’ knowledge. Recently, Desmarais et al. (2006) learned item-to-item 
knowledge structures from students’ records, and compared the learned structures with those reported 
in (Vomlel, 2004). The item-to-item knowledge structures are special in that the states of all of the 
nodes in the networks are directly observable, making the learning of the network structures a rela-
tively practical matter. The experience indicates that it is an interesting but challenging task to learn 
the network structures from scratch in the cases that there are many hidden variables, due in part to the 
large number of candidate network structures. 

We approach the structure learning problem from a different perspective. Instead of trying to 
learn student models from scratch, we propose methods for helping experts select models that differ in 
subtle ways. This can be helpful for constructing student models for how students learn composite 
concepts. Assume that it requires knowledge of four basic concepts, say cA, cB, cC, and cD, to learn a 
composite concept dABCD. In this case, will we be able to tell whether students manage to learn 
dABCD by directly integrating cA, cB, cC, and cD or whether they first integrate cA, cB, and cC into 
an intermediate product and then integrate this intermediate product with cD? To what extent can the 
use of machine learning techniques help us to identify the direct prerequisites necessary for the pro-
duction of the composite concept? 

We explore methods to answer this question by expressing the problem with Bayesian networks 
and by learning the network structures based on students’ responses to test items. Although there are 
various methods for learning Bayesian networks (Heckerman, 1999; Neapolitan, 2004), our learning 
problem is distinct. We face a problem of learning the structure of hidden variables because we cannot 
directly observe students’ competence levels of the concepts. The students’ item response patterns that 
we can observe and collect have only an indirect and uncertain relationship with students’ actual com-
petence patterns, which is a challenge that has long been discussed in the literature on CATs, e.g., 
(Martin & VanLehn, 1995; Mislevy & Gitomer, 1996). Although the states of the hidden nodes for the 
competence levels can only be inferred indirectly, we are sure of the existence of the hidden nodes, so 
our focus is to learn the structure that relates the hidden variables. Finally, for any practical problems 
that involve three or more basic concepts, there are at least four hidden variables in question, making 
the target problem nontrivial. 

In order to explore the effectiveness of different computational techniques for the target problems, 
we employ the device of simulated students which has been used in many studies on methodologies 
for intelligent tutoring systems, e.g., (VanLehn et al., 1994; Vos, 2000; Mayo & Mitrovic, 2001; 
Millán & Pérez-de-la-Cruz, 2002; Liu, 2005; Desmarais et al., 2006; Matsuda et al., 2007). We gener-
ated the item responses of the students that were simulated with a specific Bayesian network whose 
structure encoded beliefs about how students learned composite concepts. We could control the degree 
of uncertainty in the relationship between the item responses and the mastery levels by adjusting the 
simulation parameters. Hiding the original Bayesian network, we applied mutual information (MI) 
(Cover & Thomas, 2006), search-based methods, artificial neural networks (ANNs) (Bishop, 1995), 
and support vector machines (SVMs) (Cortes & Vapnik, 1995) to analyse students’ item responses to 
determine the structure of the original network. 

We report experimental results and discuss observations that are potentially useful for further 
studies. The quality of the predictions that are made by our classifiers depends on many factors, e.g., 
the algorithms that we used to guess the network structures, the degree of uncertainty in the relation-
ships between the students’ competence levels and the item responses, and the quality of the training 
data for the machine-learning algorithms. On average, using SVMs as the underlying classification 
mechanism offers the best performance and efficiency, when training data of good quality is available. 

Experimental experience provides hints on the principles that are useful for guiding the designs of fur-
ther studies. More specifically, we identify some methods for determining the quality of training data, 
provide two analytical methods for comparing the influences of Q-matrices on the experimental results, 
and report situations when different classification methods may offer better performance. Specific de-
tails will be discussed in appropriate sections. 

We define the target problems and provide background information in Preliminaries†, discuss the 
applications of mutual information, search-based methods, artificial neural networks, and support vec-
tor machines to the problems in Methods for Model Selection, and present the design of experiments 
in Design of the Experiments. In Idealistic Evaluations, we evaluate and compare the effects of 
the proposed methods under different combinations of slip, guess, and Q-matrices, when the quality of 
training data is good. In More Realistic Evaluations, we investigate the results of experiments under 
different combinations of slip, guess, and Q-matrices, when the quality of training data is relatively 
poor. Finally, we summarise the implications of the simulation results and review more relevant litera-
ture in Summary and Discussion. 

PRELIMINARIES 

We outline the nature of the problems that we would like to solve in the first subsection, and explain 
how we formulate the target problems with Bayesian networks in the second subsection. Using Bayes-
ian networks as the representation language, we provide a more precise definition of the target prob-
lem in the third subsection, show how we simulate students’ item responses in the fourth subsection, 
look into the issue about computational complexity in the fifth subsection, and illustrate the difficulty 
of solving the target problems with existing software in the last subsection. 

The Simulated World 

We consider a set of concepts C
)

and an item bank ℑ  that contains test items for C
)

. Some concepts in 
C
)

 are basic and others are composite. Learning a composite concept requires the students to integrate 
their knowledge about certain basic concepts. A composite concept, say dABC, is the result of integrat-
ing knowledge about basic concepts cA, cB, and cC. Let C

)
 contain n concepts, i.e., 

},,,{ 21 nCCCC L
)

= . For each concept CC j
)

∈ , we have a subset },,,{ ,2,1, jmjjjj III L=ℑ  in ℑ  for test-

ing students’ competence in jC . For easier reference, we call jC  the parent concept of the items in 

jℑ . The concepts that students directly integrate to form a composite concept kC  are also referred as 
the parent concepts of kC . Based on this definition, a prerequisite concept is not necessarily a parent 
concept of a composite concept. More specifically, cA and cB are not parent concepts of dABC when, 
for instance, students learn dABC by integrating dAB and cC, although cA and cB must be prerequi-
sites of dABC. We refer to a student’s competence in the concepts being studied as a competence pat-
tern, and assume that students demonstrate special patterns in their competence. Students that share 
the same competence patterns form a subgroup. 

We employ the convention of the Q-matrix, originally proposed to represent the relationships be-
tween concepts and test items (Tatsuoka, 1983), for the encoding of the competence of a subgroup in 
                                                      
† We use the font of Helvetica for section headings to avoid the need to use numbered section headings. 

the basic concepts and also in being able to integrate the parent concepts into composite ones. In Table 
1, there are two Q-matrices that are separated by the double bars, and the “SID” column shows the 
identification of the subgroups. We will use these Q-matrices in the experiments reported in Idealistic 
Evaluations and More Realistic Evaluations. Let kjq ,  denote the cell at the jth row and the kth col-
umn in a Q-matrix. If kC  is a basic concept, we set kjq ,  to 1 when students of the jth subgroup has the 
competence in kC ; if kC  is a composite concept, we set kjq ,  to 1 when students of the jth subgroup 
has the ability to integrate all of the parent concepts of kC . Hence, if the kth concept is composite, the 
jth subgroup is competent in the concept only if 1, =kjq  and the jth subgroup is competent in all of the 
parent concepts of the kth concept. Based on this definition, kjq ,  is related to both the rule nodes and 
the rule application nodes that are defined by Martin and VanLehn (1995). 

The competence patterns, which are used in our simulations, are not as deterministic as they ap-
pear. In the simulations, we intentionally introduce some degrees of uncertainty to reflect the possibil-
ity that teachers may not categorise the subgroups precisely. This is similar to the concept of residual 
ability discussed in (DiBello et al., 1995, page 362). We will go further into this issue when we present 
our simulator in Generating Student Records. 

As discussed in (DiBello et al., 1995, pages 365 and 370), we can apply Q-matrices in different 
ways, depending on the interpretation of the rows and columns. In addition, the contents of the matri-
ces can differ in a wide variety of ways, and, consequently, researchers can report results of experi-
ments using a selected number of Q-matrices typically. Different choices of the Q-matrices certainly 
influence the results of our experiments, and we will discuss this issue shortly. 

Example 1. In the Q-matrices shown in Table 1, we assume that students form only eight subgroups, 
although there could be 27 subgroups in a problem that includes seven concepts. The competence pat-
tern for the subgroup g8 in the left Q-matrix is {1, 1, 1, 0, 0, 0, 1}. By adopting the left Q-matrix, we 
assume that a typical student in g8 should be competent in all basic concepts, should be able to inte-
grate the parent concepts for dABC, but cannot integrate the parent concepts for dAB, dBC, and dAC at 
the time of the experiments. ■ 

A Formulation with Bayesian Networks 

We choose to use Bayesian networks to represent student models, because Bayesian networks are a 
popular choice for researchers to capture the uncertain relationship between students’ performance and 

Table 1. Competence patterns in two Q-matrices 
Competence in (integrating) concepts SID cA cB cC dAB dBC dAC dABC cA cB cC dAB dBC dAC dABC 

g1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
g 2 1 1 1 0 1 1 1 1 1 1 1 1 0 1 
g 3 1 1 1 1 1 0 1 1 1 1 1 0 1 1 
g 4 1 1 1 1 0 1 1 1 1 1 1 0 0 1 
g 5 0 1 1 0 1 0 1 1 1 1 0 1 1 1 
g 6 1 1 0 1 0 0 1 1 1 1 0 1 0 1 
g 7 1 0 1 0 0 1 1 1 1 1 0 0 1 1 
g 8 1 1 1 0 0 0 1 1 1 1 0 0 0 1 their competence in many research projects, e.g., (VanLehn et al., 1998; Mislevy et al., 1999, Millán 

& Pérez-de-la-Cruz, 2002; Reye, 2004; Vomlel, 2004; Carmona et al., 2005; Chang et al., 2006; Al-
mond, 2008). We employ nodes in Bayesian networks to represent students’ competence in concepts 
and the correctness of their responses to test items. For easier recognition, we use the names of the 
concepts as the names of the nodes that represent the concepts. The names of the nodes that represent 
the correctness of the item responses are in the form of iXα, where i denotes item, X is the name of the 
parent concept, and α is the identification number of the test item. When there is no risk of confusion, 
we refer to the nodes that represent concepts simply as the concepts and the nodes that represent test 
items simply as test items. Hence, in Figure 1, we have seven different conceptsthree basic ones (cA, 
cB, and cC) and four composite ones (dAB, dBC, dAC, and dABC). As a simplifying assumption, each 
simulated student will respond to three test items designed for every concept. For instance, 

}3,2,1{ iAiAiAcA =ℑ , and iA1, iA2, and iA3 are test items for cA. 
All nodes are dichotomous in our simulation, except for the group node. In all simulations, group 

will be used as a special node that represents the student subgroups, and it can have such values as g1, 
g2, …, and gγ, where γ depends on the design of the simulations. Nodes representing competence lev-
els may have either competent or incompetent as their values, and nodes representing item responses 
may have either correct or incorrect as their values. 

The links in a Bayesian network signify direct relationships between the connected nodes, and the 
nodes that are not directly connected are conditionally independent (Pearl, 1988; Jensen & Nielsen, 
2007). There are no strict rules governing the directions of the links in Bayesian networks, except that 
a valid Bayesian network must not contain any directed cycles and that it is recommended that we fol-
low the causal directions in model construction (Russell & Norvig, 2002). The literature has discussed 
the implications of different choices of the directions of the links for CATs, e.g., (Mislevy & Gitomer, 
1996; Millán & Pérez-de-la-Cruz, 2002; Glymour, 2003; Liu, 2006d). We employ the most common 
choices, and discuss relevant issues in Impacts of Latent Variables and Summary and Discussion. 
As a result, links point from the parent concepts to the integrated concepts and from the parent con-
cepts to their test items. 

In Figure 1, the values of group come from the set of possible student subgroups. If we use either 
of the two Q-matrices in Figure 1, group will have eight possible values, each denoting a possible stu-
dent group. Since the subgroup identity of a student affects the competence pattern, there are direct 
links from group to all concept nodes. 

We defer the discussion of how we set the contents of the conditional probability tables to Gen-
erating Student Records. 
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Fig. 1. A complete Bayesian network 



The Target Question and Assumptions 

Our target problem is to learn how students learn composite concepts by observing students’ fuzzy (Bi-
renbaum et al., 1994) item-response patterns that have only an indirect relationship with their compe-
tence patterns. Students’ item responses are fuzzy because they do not necessarily indicate students’ 
actual competence. 

A composite concept is a concept that requires the knowledge of two or more basic concepts. For 
instance, Mislevy and Gitomer (1996) used “Mechanical Knowledge”, “Hydraulics Knowledge”, 
“Canopy Knowledge”, and “Serial Elimination” as the prerequisites for “Canopy Scenario Requisites--
No Split Possible”, and Vomlel (2004) included “Subtraction”, “Cancelling Out”, and “Multiplication” 
as the basic capabilities that are necessary for finding the solution for 8

1
6
5

4
3 )( −× . 

Although it is convenient to use the nodes for all the prerequisites as the parent nodes of the node 
for the composite concept, we anticipate that constructing a more precise model that reflects the proc-
ess of the learning of the composite concept may improve the performance of CATs and other com-
puter-assisted learning tasks. This anticipation is related to the study of cognitive diagnostic assess-
ment (Nichols et al., 1995; Leighton & Gierl, 2007). Indeed, Carmona et al. (2005) report that intro-
ducing prerequisite relationships into their multi-layered Bayesian student models enables their CAT 
system to diagnose students with a fewer number of test items. Furthermore, if teachers know how 
students normally learn a composite concept, the teachers will have more information as to how to 
provide appropriate and specific help for students who fail to demonstrate competency in the concept 
(Naveh-Benjamin et al., 1995). For instance, if students normally learn dABC by integrating cA and 
dBC and if a student shows a lack of competence in dABC, a teacher may have to consider the stu-
dent’s ability in learning dBC from cB and cC in addition to providing the student with information 
about the three basic concepts. Using Vomlel’s arithmetic problem as an example, we are wondering 
how computational techniques can help us compare the merit of the (partial) Bayesian networks shown 
in Figure 2. 

Therefore, we consider the problem of how the use of computational techniques can help us iden-
tify students’ learning patterns. To facilitate the discussion about the ways in which a composite con-
cept may be learned, we define the notation that we will use to represent how students learn a compos-
ite concept. Let τ denote the composite concept which we would like to know how students learn. As-
sume that there are α basic concepts included in τ. Based on our non-overlapping assumption that 
we present below, τ can have at most α parent concepts. If some of τ’s parent concepts are composite, 
τ will have less than α parent concepts. We denote a way of learning τ by a computational form of τ . 
A computational form of τ may have one or more parts, the parts are connected by underscores, and 
each part of the computational form represents a parent concept of τ. 

Definition 1. Assume that learning κ requires the knowledge of α basic concepts. Let {π1,π2,…,πμ} 
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Fig. 2. Which model is better? 

denote the set of parent concepts of κ, where μ≤α. The computational form of the way to learn κ is 
π1_π2_…_πμ. Each computational form of a composite concept represents a learning pattern for stu-
dents to learn the composite concept. 

Definition 2. (The non-overlapping assumption) We assume that any two parent concepts defined in 
Definition 1 do not have common basic concepts. 

The non-overlapping assumption presumes that students must learn composite concepts from 
non-overlapping components. Specifically, the parent concepts of the composite concepts do not in-
clude common basic concepts. Hence, there are only four possible ways to learn dABC: (1) integrating 
cA, cB, and cC directly (denoted by A_B_C); (2) integrating dAB and cC (denoted by AB_C); (3) inte-
grating dBC and cA (denoted by BC_A); and (4) integrating dAC and cB (denoted by AC_B). The 
structure shown in Figure 1 is A_B_C. Figure 3 shows three other ways to learn dABC, and, from the 
left to right, they are AB_C, BC_A, and AC_B (Nodes for test items are not included for readability of 
the networks in Figure 3 and other Bayesian networks that we will discuss later in this paper.) 

The non-overlapping assumption simplifies the space of the possible answers. Without excluding 
the possibility of overlapping ingredient concepts, we would have to consider AB_BC, AB_AC, and 
BC_AC if we minimise the number of overlapping basic concepts. We would also have to consider 
cases like AB_BC_A and even AB_BC_AC_A if we do not minimise the number of overlapping basic 
concepts. It is certainly possible that a student can learn dABC with these alternative methods. How-
ever, we leave these more challenging possibilities for future studies. 

As we present more details about the designs of our experiments, it will become clear that the 
methods we propose do not require the application of the non-overlapping assumption. However, mak-
ing use of the assumption simplifies the space of the possible solutions, while the proposed methods 
can still be applied without the assumptions. 

We do not assume further limitations on the ways that students might integrate the candidate par-
ent concepts. For instance, under some circumstances, one might believe that a student cannot inte-
grate cA and cB unless cA is already a part of another relevant concept, say cAC. In this case, one 
might learn dABC from dAC and cB but not from dAB and cC. We did not consider such special con-
straints in our study. 

Definition 3. (The common assumption) All students learn a composite concept with the same learn-
ing pattern. 

The common assumption presumes that all students use the same strategy to learn a composite 
concept. The purpose of using this assumption is just to simplify the presentation of our discussion. It 
is understood that there is no clear support for this rather controversial assumption. However, the cur-
rent goal of our methods is to select exactly one best candidate from the many possible ways of learn-
ing the composite concept. It will become clear, as we present our methods in the rest of this paper, 
that we can easily modify our methods to select the top k candidate solutions for human experts to 
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Fig. 3. Three other ways to learn dABC (from left to right): AB_C, BC_A, AC_B 

make the final judgment about how students may learn the composite concept. We simply have to pre-
sent the k highest-scored candidate structures to the experts to relax the common assumption. There-
fore, we hope this assumption is not as provocative as it might appear. 

In summary, we would like to find ways to tell which of the candidate networks, e.g., those in 
Figure 3, was used to generate the simulated students records. 

Generating Student Records 

The contents of the conditional probability tables (CPTs) of the Bayesian networks were generated 
based on a Q-matrix (e.g., those contained in Table 1), a given network structure (e.g., those shown in 
Figures 1 and 3), and simulation parameters according to the methods described in (Liu, 2005). When 
generating the CPTs, we considered not only the chances of slip and guess but also the chances of stu-
dents’ abnormal behaviours that deviated from the typical competence patterns of the subgroups to 
which they belonged. To capture the uncertainty of this latter type, we inherited the concepts of group 
guess and group slip discussed in (Liu, 2005), but set both group guess and group slip to groupInflu-
ence. More precisely, when 1, =kjq , we assigned a high probability for the jth subgroup being compe-
tent in the kth concept (if kC  is basic), and this probability is sampled uniformly from [1-
groupInfluence, 1], where groupInfluence is a simulation parameter selected for individual experi-
ments. Hence, even if 1, =kjq , )|competentPr( jk ggroupC ==  might not be equal to 1, and students of 
the jth subgroup might not be competent in the kth concept. Similarly, when 0, =kjq , we assigned a low 
probability for the jth subgroup being competent in the kth concept (if kC  is basic), and this probability 
is sampled uniformly from [0, groupInfluence]. Hence, even if 0, =kjq , students of the jth subgroup 
might be competent in the kth concept. 

The conditional probabilities of correctly responding to test items given different competence 
levels were specified with a standard procedure that has been commonly employed in the literature, 
e.g., (Martin & VanLehn, 1995; Mayo & Mitrovic, 2001; Conati et al., 2002; Millán & Pérez-de-la-
Cruz, 2002). Instead of using two simulation parameters for slip and guess, we set these two parame-
ters to the same value and called it fuzziness. Hence the probabilities 

)competent|correctPr( , == jkj CI and )tincompeten|correctPr( , == jkj CI were, respectively, sampled 
uniformly from [1- fuzziness, 1] and [0, fuzziness]. Notice, again, that the value of fuzziness functioned 
as the bounds of the actual values of guess and slip but not their values. 

Similar to what has been reported in the literature, e.g., (DiBello et al., 1995; Mayo & Mitrovic, 
2001; Conati et al., 2002), we employed the concept of noisy-and (Pearl, 1988) for setting the condi-
tional probabilities for the composite concepts which have multiple parent nodes. Noisy-and nodes 
reflect a probabilistic version of the “AND” relationship in traditional logics. The degree of noise is 
controlled by the simulation parameter groupInfluence. Readers are referred to (Liu, 2005) for more 
details. 

We controlled the percentages of the subgroups in the entire simulated student population by ma-
nipulating the prior distribution over the node group. We could use any prior distribution for group in 
the simulator. In the reported experiments, the node group took the uniform distribution as its prior 
distribution. Hence, if we were simulating a population of 10000 students that consisted of eight sub-
groups, each subgroup might have approximately 1250 students. 

In summary, we created Bayesian networks with the procedure reported in (Liu, 2005), and we 
controlled the degree of uncertainty by two parameters, i.e., groupInfluence and fuzziness. Given the 
network structure and the CPTs, we had a functioning Bayesian network, and could apply this network 
to simulate item responses of different types of students. We employed a uniform random number 
generator in simulating students’ behaviours with a typical Monte Carlo simulation procedure. For 
instance, we randomly sampled a number, δ, from a uniform distribution [0, 1]. If the conditional 
probability of correctly responding to iA2 was 0.3 for a particular subgroup of students and if δ >0.3, 
we would assume that this student responded to iA2 incorrectly. Students of the same subgroup may 
have different item responses to the same item because we independently drew a random number for 
each test item and each simulated student. 

Example 2. Table 2 shows the data for certain students that we generated with the Bayesian network 
shown in Figure 1 and the left Q-matrix shown in Table 1, when setting groupInfluence and fuzziness 
to 0.05 and 0.10, respectively. Each row in Table 2 contains a record for a simulated student, e.g., the 
first simulated student correctly responds to all of the test items while the second simulated student 
fails iA3 and iABC3. Although we always simulate item responses for students of all of the subgroups, 
we cannot show all of the data here. Notice that, due to the degree of uncertainty which was simulated 
and which was controlled by groupInfluence and fuzziness, a student who should be competent in a 
concept might not respond correctly to a test item for that concept. For instance, the second student of 
g1 fails to respond correctly to iA3, although all the members of g1 are supposed to be competent in cA 
as indicated by the Q-matrix.■ 

Computational Complexity 

Assume that there are β basic concepts in C
)

. The computational complexity of our target problem 
comes from both the number of different ways that students can learn the composite concept which, 
directly or indirectly, integrates all β basic concepts and the number of different Q-matrices. 

Table 2. A sample of simulated students’ item responses for the Bayesian network shown in Figure 
1 and the left Q-matrix in Table 1 (1 and 0 denoting correct and incorrect, respectively) 

Test Items group 
iA1 iA2 iA3 iB1 iB2 … iAB1 iAB2 iAB3 iBC1 … iABC1 iABC2 iABC3 

g1 1 1 1 1 1 … 1 1 1 1 … 1 1 1 
g1 1 1 0 1 1 … 1 1 1 1 … 1 1 0 
g1 1 1 1 1 1 … 1 0 1 1 … 1 1 1 
… … 
g2 1 1 0 1 1 … 0 1 0 1 … 1 1 0 
g2 1 1 1 1 0 … 1 0 0 1 … 1 1 1 
… … 
g5 0 0 0 1 1 … 0 0 0 1 … 0 0 1 
g5 0 1 0 1 1 … 1 0 0 1 … 0 1 0 
… … 
g8 1 1 1 0 1 … 0 0 0 0 … 1 1 1 
g8 1 1 1 1 1 … 0 1 0 0 … 0 1 1 
… … 

Given the non-overlapping assumption and the common assumption, the number of different 
ways that students can learn the composite concept which integrates all β basic concepts is related to 
the Stirling number of the second kind (Knuth, 1973). Formula (1) shows the number of ways to parti-
tion t different objects in exactly i nonempty sets. 
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Formula (2) shows the number of ways to partition β different objects in more than two nonempty 
sets, and Table 3 illustrates how the number of possible learning patterns grows with β. )(βS

)
 is the 

number of possible ways to learn a composite concept from β basic concepts. 
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The choice of the Q-matrix influences the prior distribution for the students being simulated, and 
is an important issue for studies that employ simulated students (VanLehn et al., 1998). There can be a 
myriad number of different Q-matrices, cf. (DiBello et al., 1995), and clearly the chosen Q-matrix af-
fects the difficulty of identifying the learning pattern of interest. When there are β basic concepts in C

)
, 

there can be as many as n=2β-1 different concepts in C
)

, and there can be as many as 2n different com-
petence patterns, as we have explained in Example 1. In principle, a student can belong to any of these 
2n patterns. Because each of these 2n patterns can be either included or not included in the Q-matrix, 
there are 

n22  different Q-matrices. Note that such quantities occur only in the worst-case scenario as 
not all of these 2n patterns and not all of the 2β-1 concepts are practical.  

We can choose to include all possible competence patterns in a Q-matrix, or, alternatively, we can 
make the Q-matrix include only those patterns that appear to be helpful for identifying the learning 
patterns. In the former case, there is only one possible Q-matrix, but the size of this Q-matrix will be 
quite large. For β =3 and β =4, the Q-matrices will include, respectively, 128 and 32768 competence 
patterns. In the latter case, the selection of Q-matrices is equivalent to choosing a certain population of 
students to participate in our studies in order that we can achieve our goals. For instance, all of the 
values in the dABC columns of the Q-matrices in Table 1 are set to 1. As explained in Generating Stu-
dent Records, such a setting makes the simulated students very likely to be able to integrate the parent 
concepts of dABC to learn dABC, and, if we want to learn how students learn dABC, it should be rea-
sonable to recruit students who appear to be competent in dABC in our studies. Hence the choice for 
the settings of the dABC columns of the Q-matrices in Table 1 is not groundless. We will discuss the 
influence of Q-matrices in more detail in Influences of the Q-Matrices and More Realistic Evalua-
tions when we present the experimental results. 

Example 3. Based on this discussion, we choose to report results for interesting Q-matrices in which 
there are only three or four basic concepts. For the C

)
 used in Table 1, β=3 and n=7. There are four 

different ways to learn the composite concept dABC, 128(=27) different competence patterns, and 2128 
possible Q-matrices, so there are 2130 (=4×2128) problem instances. For the problem in which we con-

Table 3. Results of computing Formula (2) grow exponentially with β 
β 3 4 5 6 7 8 9 10 

)(βS
)

4 14 51 202 876 4139 21146 115974 

sider four basic concepts (i.e., β=4), there will be 14 different ways to learn dABCD based on Formula 
(2). A complete enumeration of the subsets of {A, B, C, D}, without considering the empty subset, in-
cludes 15 configurations, which makes n =15 in C

)
 (cf. Table 7). Hence, for this case, we have 

32768(=215) competence patterns and 14×232768 different problem instances. ■ 

Impacts of Latent Variables 

In addition to the large search space that was discussed in Computational Complexity, another major 
difficulty in learning the learning patterns comes from the fact we cannot directly observe the levels of 
competence of the students. What we have at hand are students’ responses to test items that are indi-
rectly and probabilistically related to the actual competence levels. The literature, e.g., (Heckerman, 
1999), has addressed common issues in learning network structures with hidden variables, and some, 
e.g., (Desmarais et al., 2006), have discussed issues that are specific to learning network structures for 
educational applications. In this subsection, we look into problems that are directly related to our tar-
get problems. 

If we could directly observe the states of competence levels of concepts, we would be able to ap-
ply theoretical inference tools. Let CI(X, Y, Z) denote the situation that variables in X and Z become 
independent when we obtain information about the variables in Y. For simplicity, we say X and Z are 
conditionally independent given Y when CI(X, Y, Z) holds. (Note that X, Y, and Z may contain one or 
more variables.) Take the case for learning dABC as an example. If we can directly observe the states 
of group, cA, cB, cC, dAC, and dABC, we will find that CI(dAC, {group, cA, cB, cC}, dABC) if the 
actual structure is the network shown in Figure 1. We can tell whether the conditional independence 
holds based on the criteria for judging whether d-separation (Pearl, 1988) holds in Bayesian networks, 
and the data generated with this network are expected to reflect the independent relationship. Hence, 
we would be able to tell the learning pattern for dABC by checking whether CI(dAC, {group, cA, cB, 
cC}, dABC) and other relevant conditional independence relationships hold. 

In reality, we cannot directly observe the states of group, cA, cB, cC, dAC, and dABC, and can 
observe only the states of the test items for cA, cB, cC, dAC, and dABC, i.e., the states of iAj, iBj, iCj, 
iACj, and iABCj, where j=1, 2, 3. This information is helpful but does not allow us to determine the 
answer to the problem for sure, because CI({iACj|j=1,2,3},{iAj, iBj, iCj|j=1,2,3}, {iABCj|j=1,2,3}) 
fails to hold for any structure shown in Figures 1 and 3 now. In Figure 1, even if we further assume the 
availability of information about group either because of students’ records or because of the help of 
student assessment software, nodes iACj and nodes iABCj, j=1,2,3, remain probabilistically dependent. 
In this network, only direct information about the competence levels, i.e., cA and cC, or either of dAC 
and dABC, can d-separate nodes iACj and nodes iABCj, j=1,2,3. As a consequence, if we can observe 
only the states of the nodes for test items, we cannot tell the difference among different ways of learn-
ing dABC based on the concept of d-separation. 

The research into learning Bayesian networks from data has made significant progress in recent 
years (Heckerman, 1999; Neapolitan, 2004). Yet, the problem of learning Bayesian networks with 
hidden variables is relatively more difficult. Based on our limited knowledge, existing algorithms can 
tackle problem instances that consider a limited number of hidden variables but such algorithms do not 
explicitly attempt to learn the relationships among a set of hidden variables, which is the focus of this 
paper. In addition to the consideration of hidden variables, a further major technical challenge in learn-
ing Bayesian networks is missing values in some of the training data. We disregard this consideration 
at this moment, though it is possible for a real student not to answer all the questions in a test. We as-



sume that students will be motivated to respond to all of the test items, though it may be quite difficult 
to ensure that students will make their best efforts. 

In order to show the applicability and limitation of the existing algorithms, we tried our problem 
with the PC-algorithm (Spirtes et al., 2000) implemented in Hugin. Hugin was implemented and is 
being supported by the research team that originally invented the junction-tree algorithm (Jensen & 
Nielsen, 2007), so we believe that it is a reliable software tool. We generated records for 10000 stu-
dents with the procedure described in Generating Student Records. (More details about our simulation 
and experiments are provided in Generating Datasets) In that simulation, we used the network 
shown in Figure 1 and the left Q-matrix shown in Table 1, and we set groupInfluence and fuzziness to 
0.05. (It will become clear that setting both groupInfluence and fuzziness to 0.05 is the simplest case in 
our experiments.) After recording test records for 10000 simulated students, we removed the data for 
group and all of the nodes for concepts to achieve a table like Table 2. We informed the PC-algorithm 
that the values for these nodes were missing in training instances, and achieved the network shown in 
Figure 4(a) when we set “Level of Significance” to 0.05 (which is the default value in Hugin). This 
recommended choice of the Level of Significance has also been adopted in other research work, e.g., 
(Vomlel, 2004). With the absence of all of the data for group and concept nodes, the PC-algorithm 
isolated these nodes from the rest of the network. If we ignore the isolated nodes in Figure 4(a), the 
resulting network appears as an item-to-item knowledge structure that relates nodes representing test 
items (Desmarais et al., 2006). Note that, without an appropriate introducing of the hidden nodes into 
the learned structure, the nodes for the test items become probabilistically related, resulting in a very 
complicated network in Figure 4(a) when compared with the network in Figure 4(b). Interested readers 
may refer to (Desmarais et al., 2006) for the techniques for learning item-to-item knowledge structures. 

We obtained the network shown in Figure 4(b) from the PC-algorithm in Hugin by using the 
original simulation data, while not removing the data for group and the concept nodes. We manually 
arranged the nodes in Figure 4(b) to put them in positions that were similar to their counterparts in 

 (a) 

 (b) 
Fig. 4. Learning with the PC algorithm: (a) Only with item responses (b) With complete data 

Figure 1. A simple comparison of these two networks shows that the directions of the links between 
the concept nodes in the learned network (Figure 4(b)) are quite different from those in the original 
network (Figure 1). In addition, the node dABC has only one parent node in Figure 4(b), which is ob-
viously incorrect. These two networks look quite similar except for these differences. 

The differences between the networks shown in Figure 4 show how direct observations about the 
nodes in the networks help the PC-algorithm to build better networks. The network in Figure 4(b) does 
not have isolated nodes, and looks more similar to that in Figure 1 from which the simulation data 
were created. Qualitatively, the network in part (b) reflects the relationships among the variables more 
concisely and faithfully than the network in part (a). 

The implication of the differences in directions of the links in Figure 1 and Figure 4(b) is a com-
plex issue, and we cannot jump immediately to the conclusion that Figure 1 is a superior option, as 
might be the case had we actually learned a network from real data. Although applying causal rela-
tionships in determining the directions of links in Bayesian networks generally helps us build more 
concise networks (Russell & Norvig, 2002), links in Bayesian networks do not necessarily reflect 
causal relationships (Pearl, 1988). Indeed, we can apply Shachter’s arc reversal operations (Shachter, 
1988) to reverse the directions of the links in Bayesian networks and preserve the joint probability dis-
tributions. If the applications ultimately rely only on the joint probability distributions implicitly repre-
sented by the Bayesian networks, the structure of the learned Bayesian network will not seriously af-
fect the application of the learned network. A structure that is unnecessarily complex will make the 
inference algorithm run less efficiently, but that will not affect the correctness of an inference proce-
dure. Hence, if we learn Bayesian networks to build better CAT systems, the structures of the learned 
Bayesian networks may not play a crucial role, unless the learned networks can encode the joint prob-
ability distributions of important variables more precisely. For instance, Carmona et al. (2005) report 
that adding links for prerequisite relationships enables their assessment system to actually shorten the 
test lengths for variable-length tests. 

From our perspective, the difference in directions of the links in Figure 1 and Figure 4(b) indi-
cates that learning student models from scratch does not help much for identifying the structure of the 
network based on which students’ item responses were generated. The aim of our work is to identify 
this unobservable Bayesian network based on students’ external performance, when students, either 
consciously or unconsciously, utilise a common strategy to learn a composite concept and if this strat-
egy can be represented by Bayesian networks. Hence, we propose that we use computer software as an 
aid in the selection of the best model from a set of candidate models that experts provide. We hope 
that this is a more viable approach for some problems, and we present our methods in the following 
sections. 

METHODS FOR MODEL SELECTION 

The main goals of our experiments are to evaluate the effectiveness of the proposed methods. The hid-
den structures of the Bayesian networks embody the abstract learning patterns, so our algorithms aim 
at guessing the hidden structures that were used to create the simulated test records, and we call our 
programs the classifiers, henceforth. (Depending on the context of the discussion, we may say that we 
want to learn the learning patterns, or we may say that we want to learn the hidden structures of the 
Bayesian networks.) We discuss three different ways to build the classifiers in three subsections. 

Mutual Information-Based Methods 

Consider the problem of learning the learning pattern for dABC. When there is only one actual struc-
ture, we can consider the networks shown in Figure 3 as competing structures, and we can try to define 
scores for the competing structures to compare their fitness to the data. 

Although students’ item responses provide only indirect evidence about the values of the concept 
nodes, they are still useful for estimating the states of the concept nodes. Given the estimated states, 
mutual information-based measures will become useful. Intuitively, the nodes that represent the parent 
concepts of a composite concept should contain a greater amount of information with the node that 
represents the composite concept. Let MI(X;Y) denote the mutual information (Cover & Thomas, 2006) 
between two sets of random variables X and Y. Formula (3) shows the definition of MI(X;Y); where 
d(X) and d(Y) are, respectively, the domains of X and Y, and x and y are, respectively, the values of X 
and Y. 
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Let H(X) denote the entropy of X, H(X|Y) the conditional entropy of X given Y (Cover & Thomas, 
2006), and R, S, and T three sets of random variables. We can show that MI(R;T)>MI(S;T) implies 
H(T|R)<H(T|S). 

)|()|()|()()|()();();( STHRTHSTHTHRTHTHTSMITRMI <⇒−>−⇒>  

Since entropy is a measure for gauging the uncertainty about random variables, this derived ine-
quality suggests that R may be more related to T than S is to T (because the information about R makes 
T less uncertain than the information about S does). Experience has shown that mutual information is 
useful for studying student classification (Liu, 2005; Weissman, 2007). For the current study, we pre-
fer the set of candidate concepts that contain a larger amount of mutual information about the target 
composite concept, when trying to find the parent concepts of a composite concept. 

Based on this heuristic interpretation, if the actual structure is the leftmost one in Figure 3, then 
MI(dAB, cC; dABC) should be larger than MI(dAC, cB; dABC). Analogously, if the actual structure is 
the rightmost one in Figure 3, then the inequality should be reversed. 

In order to apply this heuristic principle, we use the observed item responses to estimate the ob-
scure competence levels. We have assumed that students will respond to three test items for each con-
cept in Generating Student Records, so students may give correct answers to 0%, 33%, 67%, or 100% 
of the test items for each concept. We can use this percentage as the estimation for the state of a con-
cept node, and, similarly, we can estimate the joint distributions of multiple concept nodes. For in-
stance, Pr(dAB=33%, cC=67%) is set to the percentage of students who correctly answered one item 
and two items, respectively, for dAB and cC. In estimating the joint probabilities, we smooth the prob-
ability distributions to avoid zero probabilities because some configurations of variables may not ap-
pear in the samples by chance, cf. (Witten & Frank, 2005). We add 0.001 to every different configura-
tion of the variables. By adding this small amount to the count of each configuration of the variables, 
we will not distort the actual probability distribution reflected by the students’ records and also, at the 
same time, completely avoid the problem of zero probability. With this procedure, we have a way to 
estimate the mutual information measures. Hence, we can try the following heuristic for learning how 
students learn composite concepts.  

Heuristics 1. Let },,,{ 21 σωωω L=Ω  be the set of computational forms for all possible ways to learn a 
composite concept τ. Let jΠ  be the set of parent concepts represented by jω , where j=1,2,…,σ. We 

choose *Π  as the parent concepts of τ if *Π  is the set of parent concepts represented by the *ω  speci-
fied in the following formula.  

).;(maxarg* τω
ω

jMI
j

Π=
Ω∈

      ■ 

Example 4. Using some simulated data similar to those shown in Table 2, our classifier constructs a 
table like Table 4. Table 4 contains counts for 10000 simulated students who responded correctly to 
0%, 33%, 67%, and 100% of test items designed for dAB and cC. We do not consider the smoothing 
operations at this point as we wish to focus on the function of this numerical example. The “row total” 
and “column total”, respectively, show the counts of students who correctly responded to items for cC 
and dAB. Individual cells in the table show the counts of students who correctly responded to the test 
items with the percentages specified on the row and in the column. There were 10000 simulated stu-
dents, so the estimated values for Pr(dAB=33%), Pr(cC=67%) and Pr(dAB =33%,cC=67%) are, re-
spectively, 0.2731, 0.2438, and 0.0648. Hence the classifier can estimate the individual probability 
distributions for dAB and cC. It can also estimate the joint distribution for dAB and cC. 

When using a larger table containing data for dAB, dAC, cB, cC, and dABC, the classifier can 
compute the mutual information MI(dAB, cC; dABC) and MI(dAC, cB; dABC) with Formula (3), and 
can apply Heuristic 1 accordingly. For instance, if MI(cA, cB, cC; dABC) is the largest among the es-
timated values of MI(dAB, cC; dABC), MI(dAC, cB; dABC), MI(dBC, cA; dABC), and MI(cA, cB, cC; 
dABC), then the structure is A_B_C. If MI(dAC, cB; dABC) is the largest among the estimated values 
of MI(dAB, cC; dABC), MI(dAC, cB; dABC), MI(dBC, cA; dABC), and MI(cA, cB, cC; dABC), then the 
structure is AC_B. ■ 

We will examine the effectiveness of this heuristic method in experiments. 

Search-Based Methods 

An obvious drawback of applying Heuristic 1 is that we will have to compute the estimated mutual 
information for each possible way of learning the composite concepts. We have seen how the number 
of candidate structures can grow with the number of basic concepts in Table 3. Instead of computing 
the MI measures for all competing structures, it is possible to do the comparison incrementally using a 
search-based procedure. We present and explain the search procedure, provide a simple running ex-
ample, and analyse the computational complexity of the proposed algorithm in this subsection. 

Table 4. A sample of statistics for responses to test items designed for dAB and cC 
dAB  0% 33% 67% 100% row total 

0% 765 901 573 867 3106 
33% 971 453 432 431 2287 
67% 567 648 865 358 2438 cC 

100% 643 729 199 598 2169 
column total 2946 2731 2069 2254 10000 

Algorithm. Search4Pattern 
Input. Students’ item responses (e.g., the data listed in Table 2) and the target composite concepts 
(e.g., dABCD) 
Output. The most likely way to learn the target composite concept 
Procedure. 

1. If the target composite concept involves only two basic concepts, return these basic concepts. 

2. Let κ=2, ρ=∞, and σ be an empty set. Denote the target composite concept by τ, and let β be 
the number of basic concepts included in τ. Set *

1ω  to τ’s computational form that is the con-
catenation of all symbols for the basic concepts included in τ. 

3. Find all legal ways to split *
1−κω into κ parts. Let },,,{ )(21 κκ ωωω sizeL=Ω denote the set of le-

gal splits of *
1−κω , where size(κ) denotes the number of elements in κΩ . 

4. Let },,,{ ,2,1, κπππ jjj L be the set of candidate parent concepts that we concentrate to form an 

κω Ω∈j . Compute the score for each κω Ω∈j , j = 1, 2, …, size(κ). 

);,,,()( ,2,1, τπππω κjjjj MIscore L≡  

5. Find *
κω  such that )(maxarg*

jscorej ωω
κωκ Ω∈= . 

6. If ρωκ ≤)( *score  and σ is not an empty set, return σ. Otherwise, set ρ to )( *
κωscore , set σ to 

the set of candidate parent concepts represented by *
κω , and increase κ by 1. 

7. If κ>β, return σ. Otherwise, return to step 3.       ■ 

We include step 1 in the algorithm just to make the algorithm methodologically complete. We do 
not expect a normal condition when we have to run our algorithms to find the learning pattern for a 
composite concept that consists of only two basic concepts. 

At step 2, we conduct initialization operations for the algorithm. We set *
1ω  to the unique compu-

tational form of τ that is simply the sequence of symbols that represents the basic concepts required 
for learning τ. For instance, *

1ω  will be ABCD if τ is dABCD. 
Step 3 is the key step by which we search for the solution hierarchically. This step requires the 

definition for legal ways of splitting *
1−κω . A computational form for a learning pattern of τ contains 

one or more symbols, and a legal splitting of the computational form converts exactly one of these 
parts into two smaller parts. A legal split of *

1−κω  is called a successor of *
1−κω . For instance, {ABC_D, 

ABD_C, ACD_B, BCD_A, AB_CD, AC_BD, AD_BC} is the set of successors of ABCD, and A_B_CD 
and AB_C_D are the only successors of AB_CD. Two or more computational forms can share a suc-
cessor. For instance, A_B_CD is a successor to both AB_CD and BCD_A. We cannot split A_B_C_D 
further because it does not have any parts that include two or more symbols. (Note that size(κ) is equal 
to S(β,κ) as defined in Formula (1).) 

Step 4 computes the scores for each κω Ω∈j . The scores are defined as the estimated mutual in-
formation as discussed in Formula (3). Recall that a computational form, as defined in Definition 1, 
contains names of parent concepts, i.e., },,,{ ,2,1, κπππ jjj L , of a composite concept. A tj,π  represents 
a corresponding concept of the tth part of jω . For instance, if jω is AB_C_D, we have dABj =1,π , 

cCj =2,π , and cDj =3,π .  

Step 5 finds the *
κω  that has the largest score among all κω Ω∈j . 

At step 6, if the largest score of the successors is smaller than or equal to the score of the current 
candidate, then the current candidate becomes the answer. Otherwise, the successor that has that larg-
est score becomes the current candidate. Notice that this search procedure prefers simpler structures by 
using “ ≤ ” rather than “<”. This design choice should bring to mind the principle of Occam’s razor, 
which prefers simpler models against complex ones, and this principle is commonly embraced in the 
machine learning literature (Witten & Frank, 2005). Evidently, Search4Pattern can be applied to 
solve the problem for any value of β, and the algorithm must stop when κ becomes larger than β at 
step 7. 

Example 5. We illustrate the search procedure for learning how students learn dABCD in Figure 5. In 
Figure 5, arrows connect computational forms and their successors, and successors include exactly one 
more component than the original computational forms. Part (a) shows the complete search space, and 
part (b) shows a particular search example. The search procedure begins by setting *

1ω  to ABCD, and 
the search goes from the left to the right. We compute the scores for the competing structures in which 
dABCD has only two parent concepts at steps 2, 3, and 4. The structure that has the largest score be-
comes the current candidate at steps 5 and 6. (Assume that ABD_C is the current candidate in Figure 
5(b).) At step 7, we return to step 3 to compute the scores of the successors of the current candidate. In 
the second iteration of the algorithm, we repeat steps 3 and 4, and compute the scores for the computa-
tional forms that contain three components, namely, AB_C_D, AD_B_C, and A_BD_C in Figure 5(b). 
We call the computational form, in Ω3, that has the largest score at step 5 the new candidate (say 
A_BD_C). At step 6, if the score for the current candidate (ABD_C) is higher than that for the new 
candidate (A_BD_C), we return the current candidate as the answer. Otherwise, we replace the current 
candidate with the new candidate and carry out step 7. In the latter case, we will have to compute a 
score for A_B_C_D, which must be the only successor to the new candidate in Figure 5. If the score of 
A_B_C_D is larger than that of the new candidate, then A_B_C_D is the answer, otherwise the new 
candidate is the answer. ■ 
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Fig. 5. Learning the models through a search procedure: (a) The complete search space for 
learning dABCD (b) An example 



Computationally, using Search4Pattern is more efficient than directly computing the scores 
for all candidate structures, which is illustrated by the data in Table 5. We duplicate the first row and 
the second row of Table 5 from Table 3. Except for the trivial case when β is 2 at step 1, we must run 
at least the iteration for κ=2. It is easy to verify that when κ=2, there will be 2β -1-1 elements in Ωκ. 
This is the number of different ways to split β different objects into two nonempty sets, and is equal to 
S(β,2) as defined in Formula (1). Ωκ can have at most β elements for the following iterations in which 
κ=3, κ=4, …, κ=β -1. There are only β basic concepts in τ, so we can split any Ωj, where j=2, 3,…, β-
2, in at most β different ways. Hence, during these intermediate search steps, Search4Pattern will 
compute at most β×(β-3) scores. In the worst case, Search4Pattern must run the iteration for κ=β, 
and will stop when κ>β at step 7. In this very last iteration, Ωκ can have only one element, which 
represents the situation when students learn the target composite concept directly from β basic con-
cepts. 

Hence, in the worst case, Search4Pattern computes at most (2β -1-1+ β×(β-3)+1) scores. The 
third row of Table 5 shows this quantity for different values of β. Note that the numbers are pessimis-
tic estimates of the number of times that Search4Pattern has to compute scores. For instance, when 
β is 4, Search4Pattern computes at most 11 scores rather 12 scores as discussed in Example 5. The 
difference between the actual times of computing the scores and their pessimistic estimates comes 
from two sources. First, we do not necessarily reach the case when κ>β for all different ways of learn-
ing the target composite concept. In addition, Ωκ must have fewer than β successors in Ωκ+1 when κ is 
between 3 and β-1. The fourth row of Table 5 shows a lower bound of the avoided computation in 
percentage. To obtain the percentage in each column, we subtract the quantity in the third row from 
the quantity in the second row, and divide the difference by the quantity in the second row. 

Model-Based Methods: ANNs and SVMs 

In addition to using the heuristic method and the search-based method, we build classifiers by employ-
ing the data about mutual information measures to train artificial neural networks (ANNs) (Bishop, 
1995) and support vector machines (SVMs) (Cortes & Vapnik, 1995) for better performance. We ex-
periment using two specific classes of ANNs: probabilistic neural networks (PNNs) (Wasserman, 
1993), which are a variant of radial basis networks, and feed forward back-propagation networks 
(BPNs) that are implemented in MATLAB (http://www.mathworks.com). Support vector machines 
are a relatively new tool that can be applied to the task of classifications, and we try the C-SVC SVMs 
that are implemented in the LIBSVM package (Chang & Lin, 2001). We can train ANNs and SVMs 
with training patterns that are associated with known class labels, and the trained ANNs and SVMs 
can be used to classify the classes of test patterns. 

We must determine what features the ANNs and SVMs will use to do classification. In addition 
to the estimated mutual information that we have to compute to apply Heuristic 1, we introduce more 
features that are computed from these original features. Based on the evidence that we gathered in ex-

Table 5. Percentage of avoided computation by using Search4Pattern grows with β 
number of basic concepts in τ (i.e., β) 3 4 5 6 7 8 9 10 
total number of candidate structures 4 14 51 202 876 4139 21146 115974 
an upper bound of checked structures 4 12 26 50 92 168 310 582 
a lower bound of saving in percentage 0.00 14.3 49.0 75.2 89.5 95.9 98.5 99.5 

periments (Liu, 2006b), we found that the classifiers performed relatively poorly when the estimated 
values of the largest mutual information and the second largest mutual information were close, so we 
chose to add the ratios between the estimated mutual information as features of the training instances. 
We divide each of the raw (estimated) mutual information by the largest mutual information to create 
new features. We also divided the largest mutual information by the second largest, and divided the 
largest mutual information by the average mutual information. 

Example 6. Table 6 shows a training instance for learning dABC by integrating dAB and cC, which is 
indicated by the class label AB_C. Let max denote the largest mutual information among the original 
features, runnerUp the second largest, and avg the average of all original features. We need to com-
pute the scores for four competing structures that are shown in Figures 1 and 3, and they are shown in 
the leftmost column of the table. A simple comparison and calculation show that max=0.17, run-
nerUp=0.08, and avg=0.0875 in this example. 

We also compute new features that are defined based on the original features. For instance, 
MI(dBC,cA;dABC)/max=0.04/0.17=0.23 and max/avg=0.17/0.0875=1.94. Among these new features, 
we observed in experiments that max/runnerUp is quite indicative of the danger that a wrong decision 
can be made. When this ratio is small, it is generally dangerous to apply Heuristic 1. In this particular 
case, the fact that max/runnerUp is 2.1 indicates that it is quite safe for us to choose AB_C as the way 
students that learn dABC. The chance of choosing a wrong solution by applying our heuristics in-
creased when this ratio fell below 1.2 in many of our pilot experiments. ■ 

We can compute the number of features for this procedure of preparing the training instances. 
When there are β basic concepts included in the composite concept, there will be )(βS

)
 original fea-

tures and 2)( +βS
)

 derived features. As we have shown in Table 3, the total number of features can 
grow explosively. Trying to examine the possibility and effects of reducing the computational load, we 
will reduce the number of features using the principle component analysis (PCA) (Jolliffe, 2002) in 
Effects of Methods. 

There are further details that we should provide about how we applied the ANNs and SVMs. For 
instance, we had to choose different parameters in applying both the ANNs and SVMs, and we scaled 
all feature values into the range [-1, 1] to improve the performance of the resulting ANNs and SVMs. 
These details are important but it is more appropriate to discuss them along with the experiments, so 
we defer such discussion until then. 

Table 6. A sample instance for training ANNs and SVMs 
class label: AB_C 

original features derived features 
MI(dAB,cC;dABC) 0.17 MI(dAB,cC;dABC)/max 1.00 max/runnerUP 2.12 
MI(dBC,cA;dABC) 0.04 MI(dBC,cA;dABC)/max 0.23 max/avg 1.94 
MI(dAC,cB;dABC) 0.06 MI(dAC,cB;dABC)/max 0.33   

MI(cA,cB,cC;dABC) 0.08 MI(cA,cB,cC;dABC)/max 0.47   

DESIGN OF THE EXPERIMENTS 

We explain the generation of student data, the major steps for an individual experiment, the evaluation 
of the classification results, and the major categories of experiments in four subsections. 

Generating Datasets 

Figure 6 shows the main flow of how we create the test records for the simulated students. The simula-
tor requires three different types of input. They include the skeleton of a Bayesian network that en-
codes the learning patterns of the simulated students, the Q-matrix that specifies the competence pat-
terns of the simulated students, and simulation parameters groupInfluence and fuzziness that control 
the degrees of uncertainty in the students’ item responses. The Bayesian networks can be provided by 
domain experts who have good reasons to employ the competing structures, and each of these struc-
tures represents a possible learning pattern of students. The Q-matrices are related to students’ compe-
tence and how the students apply their knowledge (Martin & VanLehn, 1995). Recall that we ex-
plained, in Generating Student Records, that the provided Q-matrix, groupInfluence, and fuzziness 
will influence the underlying joint distribution that we randomly create for the provided skeletal 
Bayesian network. We discussed a sample output in Example 2. Both the network structures and the 
simulated data will be used in further experiments. 

Although we have been using examples in which students need the knowledge about three basic 
concepts to learn the composite concept dABC, we will also present results of the experiments in 
which students need the knowledge about four basic concepts to learn the composite concept dABCD. 
We have shown the networks for cases for three basic concepts in Figures 1 and 3, and have applied 
their computational forms to refer to these network skeletons in The Target Question and Assump-
tions. With our non-overlapping assumption (stated in Definition 2), there can be only four ways to 
learn dABC: A_B_C, AB_C, AC_B, and BC_A.  

Figure 7 shows the networks for cases when four basic concepts are included in the target com-
posite concept, dABCD. In Figure 7(a), we do not show the nodes for the test items for readability. 
There would be 45 (=3×15) extra nodes otherwise. Note that, except for dABCD, the parent nodes of 
all nodes for composite concepts are nodes for basic concepts. This is not a necessary assumption, and 
the composite concepts that require the knowledge of three basic concepts can be learned by any con-
ceivable way. In drawing the networks shown in Figure 7(b), we only draw the node for dABCD and 
its parent nodes. All the other parts are exactly the same as their counterparts as already drawn in Fig-
ure 7(a). For instance, the parent concepts of dABD in the network that used the leftmost sub-network 
in the top row of Figure 7(b) are also cA, cB, and cD. For convenience, we refer to these skeletal net-
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Fig. 6. Creating records of item responses of simulated students 

works by their computational forms. Namely, from top to the bottom row and from left to right in both 
rows, we have A_B_CD, AB_C_D, ACD_B, ABD_C, and A_B_C_D in Figure 7(b). 

We will use 3baiscs and 4basics as defined below to specify the setups of the experiments. 
Based on the non-overlapping assumption and data shown in Table 3, 3baiscs includes all four dif-
ferent ways to learn dABC. There are 14 possible ways to learn dABCD, and we arbitrarily choose two 
cases that contain two parent concepts, two cases that contain three parent concepts, and one case that 
contains four parent concepts. 

Definition 4. When we try to learn the learning pattern for dABC, we provide A_B_C, AB_C, AC_B, 
and BC_A to the simulator, and call this set 3baiscs. 

Definition 5. When we try to learn the learning pattern for dABCD, we provide A_B_CD, AB_C_D, 
ACD_B, ABD_C, A_B_C_D to the simulator, and call this set 4basics. 

We employed the Q-matrices in Table 1 for the learning problems of dABC, when experimenting 
with 3baiscs. Table 7 shows a Q-matrix that we used in many of our experiments when we used 
4basics for the learning problems of dABCD. The contents of the Q-matrix in Table 7 are special in 
that we chose to set all the columns for the basic concepts and the target composite concepts to 1. This 
is equivalent to assuming the nature of the types of the students we recruit for a study of learning how 
they learn. If we are interested in learning how students learn dABCD, it should be reasonable to sup-
pose that we will recruit students who appear to be competent in all required basic concepts and the 
target composite concept. In addition to using this Q-matrix, we may also change the contents for dif-
ferent purposes in other experiments. For instance, in the experiments reported in Alternative Q-
Matrices, we set some numbers in the basic concepts and the target composite concept to 0. 

In the experimental evaluation, we set groupInfluence and fuzziness to different values in {0.05, 
0.10, 0.15, 0.20, 0.25, 0.30}. Hence, there can be 36 combinations of groupInfluence and fuzziness in 
our experiments. We did not try values larger than 0.3 because they were beyond the considerations 
normally discussed in the literature (e.g., VanLehn et al., 1998; Junker, 2006; Pardos et al., 2007). 
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Fig. 7. (a) One possible way to learn dABCD (b) Five other ways to learn dABCD 

Some researchers have reported observations of larger values for these parameters for special reasons; 
for instance, Beck and Sison (2004) observed a large value for the case of guess, and linked the obser-
vation with the speech recognition technology. 

For a network structure, a Q-matrix, and a particular combination of groupInfluence and fuzziness, 
we typically created test records for 10000 simulated students. A test record contains the correctness 
of a student’s item responses to all test items. Table 2 shows some sample test records. The setting for 
an experiment is constituted by a particular combination of groupInfluence and fuzziness, a structure 
for the Bayesian network that represents the candidate learning pattern, and a given Q-matrix. For con-
venience, we use the term a subset of an experiment to refer to a group of the settings in which we 
considered a specific combination of groupInfluence and fuzziness, the structures in 4basics (or 
3baiscs), and a given Q-matrix. In an experiment, we used many different subsets of experiments 
to compare the effects of the influential factors. 

Recall that we discussed the creation of the joint probability distribution for a Bayesian network 
with the help of random numbers in Generating Student Records. Hence, the generated Bayesian net-
works and the simulated test records varied with the seed for the random number generator. In order to 
obtain information about the average performance of our classifiers, we created 600 network instances 
for each setting in an experiment, and simulated 10000 students from each of these network instances. 
For convenience, we will refer to data that are created from a set of such 10000 simulated students as 
an instance. 

Example 7. An experiment for studying the learning patterns for dABCD may employ 1.08 billion 
simulated students, if we consider all 36 combinations of groupInfluence and fuzziness. In this case, 
each subset demands 30 million students. We obtained 30 million by multiplying three factors: five 
candidate networks in groupInfluence and fuzziness, 600 network instances per candidate network, and 
10000 students per network instance. The total of 1.08 billion is the result of multiplying 30 million by 
36. ■ 

Table 7. Competence patterns in a Q-matrix 
competence in (integrating) concepts SID cA cB cC cD dAB dAC dAD dBC dBD dCD dABC dABD dACD dBCD dABCD 

g1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
g2 1 1 1 1 1 0 0 0 0 1 1 1 1 0 1 
g3 1 1 1 1 0 1 0 1 0 1 1 1 0 1 1 
g4 1 1 1 1 1 0 0 0 0 1 1 1 0 0 1 
g5 1 1 1 1 1 0 1 0 1 0 1 0 1 1 1 
g6 1 1 1 1 1 0 0 0 0 1 1 0 1 0 1 
g7 1 1 1 1 1 1 1 0 0 0 1 0 0 1 1 
g8 1 1 1 1 1 0 0 0 0 1 1 0 0 0 1 
g9 1 1 1 1 0 0 0 1 1 1 0 1 1 1 1 
g10 1 1 1 1 1 0 0 0 0 1 0 1 1 0 1 
g11 1 1 1 1 1 1 0 0 1 1 0 1 0 1 1 
g12 1 1 1 1 1 0 0 0 0 1 0 1 0 0 1 
g13 1 1 1 1 0 0 1 1 0 0 0 0 1 1 1 
g14 1 1 1 1 1 0 0 0 0 1 0 0 1 0 1 
g15 1 1 1 1 0 0 0 0 1 1 0 0 0 1 1 
g16 1 1 1 1 1 0 0 0 0 1 0 0 0 0 1 

Steps of the Experiments 

Due to the different nature of the heuristic methods, the search-based methods, and the machine learn-
ing-based methods, we evaluated the classifiers in slightly different ways. 

Figure 8 shows the main steps for evaluating the heuristic principle. We duplicate the shadowy 
part from Figure 6 to show how the simulator worked for our classifiers. When we worked on the 
learning problems of dABCD, )4(S

)
 is 14 as shown in Table 3. To guess the hidden structure of each of 

the 3000 (=5×600) network instances that we had generated for a subset of an experiment in which we 
considered the structures in 4basics, our classifier estimated the 14 mutual information measures 
based on the test records of 10000 simulated students, and guessed the hidden structure based on Heu-
ristic 1. We conducted the experiments for the learning problems of dABC analogously. 

Figure 9 shows that we evaluated Search4Pattern with almost the same method that we had 
used to evaluate Heuristic 1. The major difference was that we computed the scores for candidate 
structures hierarchically as explained in Search-Based Methods. Due to this hierarchical search 
procedure, we may save costs in computing scores for all the candidate solutions as analysed in 
Search-Based Methods. 

Figure 10 summarises the main steps that we took to apply ANNs and SVMs in our work. In a 
subset of an experiment that was designed for the learning problems of dABCD, we created 600 net-
work instances for each of the candidate networks shown in Figure 7(b). We split the network in-
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stances into training and test sets, as in all supervised learning (Witten & Frank, 2005). The training 
set included 500 training instances that we generated from the students’ records obtained from 500 
network instances for a candidate network. The test set included 100 test instances generated from the 
students’ records obtained from the remaining 100 network instances. Because we mixed the instances 
created for each of the networks shown in Figure 7(b), we obtained a total of 2500 (=5×500) training 
instances and 500 (=5×100) test instances in a subset of an experiment. 

Figure 11 provides more details about how we prepared the training and test instances for ex-
perimentation with ANNs and SVMs. In addition to the original 14 estimated MI measures, we ob-
tained 14 more features by computing and using the ratios between the estimated MI measures as fea-
tures. The process is similar to that we outlined for Example 6. We divided the original 14 estimated 
MI measures by the largest estimated MI measure in each training instance. We then obtained two 
more features from the following procedure. We divided the largest estimated MI measure by the sec-
ond largest estimated MI measure, and divided the largest estimated MI measure by the average of all 
estimated MI measures. Hence, we used 30 features for each of the 500 training instances for each of 
the five candidate networks in 4basics. The actual answers (also called class labels in Example 6) 
were attached to the instances for both training and testing. An example of a training instance created 
for the learning problems of dABC was presented in Table 6. 

In summary, we created a training instance with records of 10000 simulated students, and there 
were 2500 training instances, each with 30 attributes and a class label. When testing the trained ANNs 
and SVMs, we produced the 16 extra features from the original 14 estimated MI measures for each of 
the test instances as well. The actual class label was attached to the test instance so that we could com-
pare the actual and predicted classes, but the trained ANNs and SVMs did not peek at the actual an-
swers. 

Note that, although we created students’ data only from the networks shown in Figure 7 for the 
learning problems of dABCD, our classifiers did not necessarily take advantage of this information. 
Specifically, our classifiers, which employed Heuristic 1 and Search4Pattern, did not “know” 
this restriction, so they were free to guess any of the possible answers. In contrast, the classifiers that 
employed ANNs and SVMs “expected” this constraint and confined their answers to within the five 
possible answers, because they are supervised-learning techniques (Witten & Frank, 2005). The ex-
periments for the 3basics cases were conducted analogously. 

Measurement of Quality 

We report the accuracy for the measurement of the quality of our classifiers, although we also em-
ployed confusion matrices (Witten & Frank, 2005) to analyse some of the internal data. The accuracy 
for an experiment is the percentage of correct prediction of testing network instances that we used to 
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Fig. 11. Flow for creating data for training and testing ANNs and SVMs 

create the simulated data. We also used the F measure that weighed recall and precision equally (Wit-
ten & Frank, 2005) to measure the performance. We provide experimental results in terms of accuracy 
and F measure in Table 8. However, we observed that the F measures and the accuracy we collected 
were similar to each other in the experiments, so we chose to report results in terms of their accuracy. 

The total number of network instances for training and testing differed among the subsets of the 
experiments as explained in the previous subsection, so the basis for calculating accuracy is not the 
same for different experiments. For evaluating the performances of the heuristics and 
Search4Pattern with 4basics, we used 3000 (=5×600) test instances. For evaluating the per-
formances of the ANNs and SVMs with 4basics, there were, respectively, 2500 (=5×500) and 500 
(=5×100) training and test instances for each different subset in an experiment. When working with 
3basics for the learning problems of dABC, we had 2400 (=4×600) test instances for evaluating the 
heuristics and Search4Pattern, and had, respectively, 2000 (=4×500) and 400 (=4×100) training 
and test instances for evaluating the ANNs and SVMs in a subset of an experiment. 

Major Categories of Experiments 

In Idealistic Evaluations and More Realistic Evaluations, we examine how influential factors may 
affect the final accuracy. Figure 12 summarises the relationships between the experiments that we dis-
cuss in these sections. The experiments were designed so that the experience may be useful for further 
real world studies. 

In all experiments discussed in Idealistic Evaluations, we assume that we are able to obtain cor-
rect values for groupInfluence, fuzziness, and Q-matrices. The main focus of Effects of Methods and 
Parameters is the comparison among the effectiveness of different computational methods and the 
influence of the simulation parameters groupInfluence and fuzziness, and the details in this section are 
used as a foundation for all the experiments that follow. In Alternative Q-Matrices, we examine the 
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Fig. 12. Organisation of sections Idealistic Evaluations and More Realistic Evaluations 

influence of the number of learning patterns with simple examples, and look into the influence of the 
contents of the Q-matrices both experimentally and analytically. In Influences of the Q-Matrices, we 
analyse the influence of the Q-matrix with an alternative analytical method.  

The main purpose of More Realistic Evaluations is to explore what might happen when the re-
ported methods are applied in certain challenging scenarios. Using different choices of groupInfluence, 
fuzziness, and Q-matrices in creating training and test data may show us how the proposed methods 
will perform when we have incorrect expectations of the students about whose learning patterns we 
have an interest. In the first subsection, we see the effects of using different combinations of groupIn-
fluence and fuzziness in creating the training and test data. In the second subsection, we discuss the 
effects of using different Q-matrices in creating the training and test data. 

IDEALISTIC EVALUATIONS 

We applied the procedures that we presented in Design of the Experiments to evaluate the influ-
ences of different approaches and simulation parameters on the performance of our classifiers. In Ef-
fects of Methods and Parameters, we first compare the effectiveness of different approaches with 
the Q-matrix shown in Table 7, and, in Alternative Q-Matrices, we study the effects of changing the 
contents of the Q-matrix in Table 7. In Influences of the Q-Matrices, we discuss a viewpoint for 
quantitatively analysing the influence of the Q-matrices. 

Effects of Methods and Parameters 

In this subsection, we compare the effectiveness of applying the approaches that we discussed in 
Methods for Model Selection. We report the experimental results of guessing of the learning pat-
terns using the heuristic and the search methods first, with the ANNs next, and then with the SVMs. 
We used the structures in 4basics, the Q-matrix in Table 7, and 36 different combinations of 
groupInfluence and fuzziness in each of the experiments discussed in this subsection. 

Using heuristics and Search4Pattern 

We tested Heuristic 1 and Search4Pattern with the procedures shown in Figures 8 and 9, respec-
tively. We can compare the accuracies achieved by these procedures using the charts shown in Figure 
13. In both charts, the horizontal axes show the decimal parts of the values of fuzziness. The legend for 
a curve shows both the origin of the data and the decimal parts of groupInfluence. For instance, “s05” 
indicates that the search method was used when groupInfluence was 0.05, and “h15” indicates that 
Heuristic 1 was used when groupInfluence was 0.15. The vertical axis shows the accuracy as ex-
plained in Measurement of Quality. Here, each point in the charts shows the accuracy of a subset of 
the experiment, and the accuracy is the percentage of the correct prediction of the hidden structures of 
the 3000 (=5×600) different networks for a specific combination of groupInfluence and fuzziness. 

Experimental results indicated that both the heuristics-based and search-based methods can pre-
dict the correct structure better than 90% of the time when both groupInfluence and fuzziness does not 
exceed 0.15. Neither methods performed very well beyond this range, but the search-based method 
offered similar or better prediction than the heuristics-based one. 

Using Search4Pattern offered better classification accuracies than using the heuristic, in gen-
eral. When we applied Heuristic 1, we compared the scores of learning patterns that contained differ-
ent numbers of parent concepts, e.g., MI(dABC, cD; dABCD) and MI(dAB ,cC, cD; dABCD). Given 
that we had only estimated values of mutual information, the inequality in the granularity underlying 
the estimations further infected the performance of our classifiers that used Heuristic 1. In contrast, 
when we applied Search4Pattern, we compared the scores of learning patterns that contained the 
same numbers of parent concepts, e.g., those in the same columns in Figure 5. The comparisons were 
relatively more meaningful, and we achieved a better performance in the experiments. Although the 
formal algorithm looks complex, running Search4Pattern took just a few milliseconds, when β was 
just 4, to obtain a data point on any curves, because the algorithm just compared a few numbers only 
and we implemented the algorithm in C. (The running time was measured on a Windows XP machine 
with Pentium IV 2.8G CPU and 1.24G RAM.) 

In the most challenging case when both groupInfluence and fuzziness were set to 0.30, the accu-
racy for the heuristics-based method was only 20%, a figure that would be obtained for a random 
guess among five alternatives. This is an interesting observation, because we allowed our classifier to 
guess any of the 14 possible structures in Figure 5. If we had made random guesses among the 14 pos-
sible answers, we could have seen as low as 7% in accuracy. Hence, 20% in accuracy was not the re-
sult of a random guess. 

This phenomenon is related to two factors. The first factor is that we used basic concepts as the 
parent concepts of all of the composite concepts, except dABCD, as discussed in Generating Data-
sets. The second one is that the basic concepts must be prerequisites of dABCD, although they might 
not be the parent concepts of dABCD. As a consequence, computing the MI measure as defined in Mu-
tual Information-Based Methods allowed a special favour to the structure A_B_C_D, so the accu-
racy happened to be equal to the results of random guessing when the possible answers included 
A_B_C_D (cf. Figure 7). If we had excluded the cases of A_B_C_D from 4basics, the accuracy 
would fall below 25%, which would be the result of random guessing if there were only four possible 
answers. 

It is also interesting to find that, when the degree of fuzziness reduced, the accuracy did not im-
prove in every case (the upper left corner of the charts). After examining the confusion matrices, we 

 
Fig. 13. Using Heuristic 1 and Search4Pattern for prediction 

found that our programs had misclassified many A_B_CD and AB_C_D structures as AB_CD, which 
was not included in 4basics. Intuitively, this type of error was understandable because the structure 
AB_CD was very close to those of the actual answers. In addition, another reason was revealed by an 
inspection of the contents of the Q-matrix in Table 7. Many student groups were competent in dAB 
and dCD in the Q-matrix, so it would have been easy for our classifiers to make incorrect classifica-
tions. 

Using artificial neural networks 

We conducted three sets of experiments with the Neural Network Toolbox in MATLAB. As stated in 
Steps of the Experiments (cf. Figure 11), we created 3000 instances for each subset of an experi-
ment. Hence, after adding class labels to the instances, we could use 2500 instances as the training 
data. Training and test data were stratified (Witten & Frank, 2005), so the training data included 500 
instances of each of the five competing structures in 4basics. The remaining 500 instances were 
used for testing, and we calculated the percentages of correct classifications for the classifiers. 

We ran experiments that used probabilistic neural networks (PNNs) and backpropagation net-
works (BPNs) without doing principal component analysis (PCA) (Jolliffe, 2002). We also ran ex-
periments that used BPNs after doing PCA. When we ran PCA over the features, we eliminated prin-
cipal components that contributed less than 0.5% to the total variation in the training data. 

Our BPNs had three layers. There was an output unit for each possible learning pattern, and an 
input unit for each feature in the training instances. Let ν be the number of feature (input) units, we 
used ⎣ ⎦25 ν+  hidden units in the BPNs. We used the tansig transfer function for the hidden and output 
units, and ran the traingdx training function for 1000 epochs when the prediction errors on the training 
data levelled off and remained stable for a large number of epochs. We ran the training processes mul-
tiple times and recorded the performance of the best performing models. This is a random restart 
strategy, cf. (Russell & Norvig, 2002), for avoiding local minima, that could be induced by poor initial 
settings of link weights in training ANNs. In the test stage, we chose the competing structure whose 
corresponding output unit had the largest output value. 

When experimenting with PNNs, we used the default settings in MATLAB. In these experiments, 
we used the default radial basis function for our PNNs in MATLAB: 

),)(exp(),( 2biasxxxxradbas jiji ×−−=  
where xi and xj represent two instances. The bias (or sometimes called the spread in the MATLAB 
manual) for our PNNs was the default value, 0.1. Training PNNs was much faster than training BPNs 
in MATLAB, as the PNNs would choose the most probable class as the hidden structure. 

The charts shown in Figure 14 depict the performance we achieved with different ANNs. The ti-
tles of these charts indicate how we conducted the experiments. The data in the leftmost chart came 
from the classifier that employed probabilistic neural networks (pnn) and for which we did not pre-
process the attributes using principal component analysis (nopca). The data in the middle chart came 
from the classifier that employed back-propagation networks (bpn). The data in the rightmost chart 
came from the same classifier that we used to create the middle chart, but we pre-processed the train-
ing and test instances using the PCA and ignored components that contributed less than 0.5% to the 
total variation of the training data. The horizontal and vertical axes are the same as those in the charts 
shown in Figure 13. The legends show the decimal parts of the groupInfluence used in the experiments 
that produced the data. 

All three charts in Figures 14 show the general trend that the accuracy degraded with increasing 
groupInfluence and fuzziness. When these parameters were small, it was possible to achieve high accu-
racy. Clearly, using BPNs without doing PCA offered the best performance. In the most challenging 
case when both groupInfluence and fuzziness were set to 0.3, we achieved 75% in accuracy. Carrying 
out PCA before training BPNs saved a significant portion of training time, as did using PNNs. It took, 
respectively, approximately 49 and 37 seconds to finish the experiments when groupInfluence and 
fuzziness were both set to 0.30 in the middle (nopca) and the right (pca) chart in Figures 14. The exe-
cution time was measured on a Windows XP machine with MATLAB 2007a, Pentium IV 2.8G CPU, 
and 1.24G RAM. Although we reduce the running time of our classifiers by simplifying the data in-
stances with PCA, the resulting sacrifice in accuracy can be undesirable in educational applications. 

Comparing the charts in Figures 13 and 14 provides a clue for the net effects of the prior informa-
tion for training ANNs. All the curves in Figure 14 will lie above their corresponding curves in Figure 
13 if we overlap the charts. The difference reached 55% (=75%-20%) when both groupInfluence and 
fuzziness were 0.3. The increase in accuracy justifies the extra effort that is necessary for collecting the 
prior information about the set of hidden structures and the Q-matrix. In addition, note that curves 
were also smoothed near the upper left corner. When the domain experts provide a correct set of the 
possible learning patterns, our algorithm reduces the chance of making unnecessary errors. 

Using supported vector machines 

We conducted our experiments with functions provided in LIBSVM (Chang & Lin, 2001). We used 
the c-SVC type of SVMs in all experiments, and tried three different kernel functions, including poly-
nomial (c-svm-poly), radial basis (c-svm-rb), and sigmoid (c-svm-sm) kernels as they are defined in 
LIBSVM. (Note that we used the symbol γ in a different context in A Formulation with Bayesian 
Networks. The γ in the SVM kernel functions denotes a free variable.) 

polynomial function: 3)(),( j
T
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Fig. 14. Using BPNs and PNNs for prediction 



sigmoid function: )tanh(),( j
T
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In fact, although we had adopted some default settings in LIBSVM, we still had to search for the 
best parameters for SVMs at the time of training the SVMs. In particular, we ran experiments that 
used different values for the cost, C, which is the penalty parameter for misclassification, and γ, which 
appears in the kernel functions listed in Formulae (4), (5), and (6). Different combinations of C and γ 
led to different accuracy in guessing the hidden structures for the test data. We show a contour graph 
of the accuracy for a subset of the experiment in Figure 15(b), which we created for different combina-
tions of C and γ (when groupInfluence and fuzziness were 0.30 and 0.25, respectively). The numbers 
on the curves indicate the accuracies in percentage. In our experiments we tried combinations of C and 
γ from values in {0.1, 0.2, …, 1.9}, and used the best accuracy for the test data in these 361 (=19×19) 
cases when we prepared the charts in Figure 15(a). 

The charts shown in Figure 15(a) show the experimental results. The vertical axis, the horizontal 
axis, and the legend carry the same meanings as those for the charts in Figure 14. The titles of the 
charts indicate the types of SVMs that were used in the experiments. Similar to the charts in Figure 14, 
all three charts in Figure 15 show the general trend that the accuracy degraded with increasing 
groupInfluence and fuzziness. When these parameters were small, it was possible to achieve high accu-
racy. 

The effort in collecting information about the possible set of hidden structures and the Q-matrix 
proved rewarding again. Comparing the curves for the related experiments in Figures 13 and 15(a) 
shows us that significant improvements were achieved by using the SVMs. In the middle chart in Fig-
ure 15(a), the accuracy stays above 0.75 even when groupInfluence and fuzziness are 0.3. The heuris-
tics-based method achieved only 0.2 in accuracy under the same situation. The problem that occurred 
in the upper left corners of the charts in Figure 13 was also absent. The charts shown in Figure 15(a) 
indicate that using polynomial and radial basis kernels gave almost the same accuracy, and both per-
formed better than the sigmoid kernel. However, it took a longer time for us to train an SVM when we 
used the polynomial kernel. For instance, it took, respectively, 118 and 18 minutes to try 361 different 
combinations of C and γ when groupInfluence and fuzziness were both 0.3 in the left chart and in the 
middle chart in Figure 15(a). 

 (a) (b) 
Fig. 15. Using SVMs for prediction: (a) experimental results (b) search for the best parameters 

The best performing ANN and SVM models seemed to have achieved the same accuracy. Com-
paring the charts in Figures 14 and 15(a), we find that different ways of using the ANN and SVM 
techniques may offer different qualities in prediction. However, the middle charts in Figures 14 and 
15(a) suggest that the best-performing ANNs and SVMs offered almost the same performance. 

Table 8 shows the actual values of the data that we used to plot the middle chart in Figure 15(a) 
as well as their corresponding F measures (Witten & Frank, 2005). The precision rates and the recall 
rates were calculated for each of the five classes in 4basics first, and the F measure for each of 
these five classes was set to the average of the precision rate and the recall rate for that class. The re-
ported F measure in the table is the average of the F measures for the five classes. The observed accu-
racy and F measures were close, as we noted in Measurement of Quality. 

Depending on the values of groupInfluence and fuzziness, it took different lengths of time to run 
each of the experiments, even when we were using the same setting for SVMs. For instance, it took 
206 seconds to compare the effects of 361 combinations of C and γ when groupInfluence and fuzziness 
were both 0.05, and it took us 1083 seconds when groupInfluence and fuzziness were both 0.3. On av-
erage, we spent nearly 3 seconds for trying out the effects of a combination of C and γ when groupIn-
fluence and fuzziness were 0.3. (We measured the execution time on a Windows XP machine with 
LIBSVM 2.84 in C, Pentium IV 2.8G CPU, and 1.24G RAM.) 

Alternative Q-Matrices 

In this subsection, we investigate the effects of using different Q-matrices in the experiments. Since 
the experimental results discussed in Effects of Methods and Parameters suggested that using 
ANNs and SVMs could provide a similar performance, we used only the best performing SVMs, i.e., 
c-svm-rb in Figure 15(a) in this subsection. (We made this choice partially because LIBSVM is a 
freeware that we can run on many machines. In contrast, we have only one license for using MAT-
LAB.) We will change (1) the number of basic concepts that are included in the target composite con-
cepts in the first sub-subsection, (2) the way in which we set the values for other intermediate concepts 
in the second and (3) the competence patterns for the basic and the target composite concepts last. 

Effects of number of basic concepts 

We ran experiments with 3basics, the right Q-matrix in Table 1, and 36 combinations of groupIn-
fluence and fuzziness. Notice that we must use different Q-matrices for the structures in 3basics and 
4basics. Hence the differences in the accuracy of the resulting classification cannot be attributed 
exclusively to the number of basic concepts. 

Table 8. Accuracy versus F measures (shown in the form of accuracy/F)  
groupInfluence  0.05 0.10 0.15 0.20 0.25 0.30 

0.05 1.0000/1.0000 1.0000/1.0000 1.0000/1.0000 1.0000/1.0000 1.0000/1.0000 1.0000/1.0000
0.10 1.0000/1.0000 1.0000/1.0000 1.0000/1.0000 1.0000/1.0000 1.0000/1.0000 0.9960/0.9960
0.15 1.0000/1.0000 1.0000/1.0000 1.0000/1.0000 1.0000/1.0000 1.0000/1.0000 0.9900/0.9901
0.20 1.0000/1.0000 1.0000/1.0000 1.0000/1.0000 0.9980/0.9980 0.9940/0.9941 0.9600/0.9610
0.25 1.0000/1.0000 0.9960/0.9960 0.9980/0.9980 0.9840/0.9844 0.9480/0.9516 0.8860/0.8952

fuzziness 

0.30 0.9980/0.9980 0.9860/0.9865 0.9680/0.9697 0.9340/0.9374 0.8740/0.8854 0.7500/0.7719

Figure 16 shows the differences in the accuracy of classification when we reduced the number of 
basic concepts in the experiments. The chart titled 4basic is a duplicate of the c-svm-rb chart in Figure 
15(a), and the chart titled 3basic was produced from the new experiment. When groupInfluence and 
fuzziness are large, learning the way students learn dABC is easier than learning how they learn 
dABCD by a margin of nearly 10% in this pair of experiments. When groupInfluence and fuzziness are 
small, reducing the number of basic concepts did not yield obvious differences. 

All else being equal, a problem that considers three basic concepts is not as complex as one that 
considers four basic concepts in nature. Hence, what we have observed should not be surprising. How-
ever, experimental results are affected by many factors including those that we will discuss in the re-
mainder of this paper, so we cannot claim that problems that consider only three basic concepts must 
be easier than those that consider four basic concepts. 

Effects of competence patterns for the intermediate concepts 

We refer to the composite concepts that can serve as the parent concepts of the target composite con-
cept as the intermediate concepts. When we study the learning problems of dABCD, there can be 10 
intermediate concepts, including those composite concepts that involve two or three basic concepts, 
i.e., dAB, dAC, …, and dBCD in Table 7. 

Recall that, in the Q-matrix in Table 7, we assumed that all of the recruited students were compe-
tent in the basic concepts and were able to integrate the parent concepts of dABCD. Based on such a 
setting, the problem of changing the competence patterns for the intermediate concepts can be rede-
fined as one of choosing the number of student groups in the Q-matrix. Hence, we selected some stu-
dent groups that we used in Table 7 as the Q-matrices that we used in the new experiments. 

We conducted experiments in which the Q-matrices contained one, two, four, eight, and sixteen 
student groups, and we called the Q-matrices used in these experiments Q1, Q2, Q4, Q8, and Q16, re-
spectively. Hoping to do a more meaningful comparison between results of different experiments, we 
made Qi a subset of Qj when i<j. Namely, a student group must belong to Qj if that student group be-
longs to Qi, for any i<j. The first group, g1, was the obvious choice for Q1 because it represented the 
group of perfect students. For easier reference and comparison, Q16 is a complete duplicate of the Q-
matrix in Table 7. This was how we determined Q1 and Q16 in Table 9. 
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Fig. 16. Using the Q-matrices contained in Table 7 and in the right part of Table 1 

We anticipated that student subgroups that had stronger contrasting competence patterns would 
help our classifiers make correct decisions, so we chose a student group that was most different from 
g1 to be included in Q2. We computed the distance between all pairs of student groups based on the 
Euclidean distance between the competence patterns of two student groups. Equation (7) shows the 
definition for the current experiment, where 15 is the number of different concepts in the Q-matrix in 
Table 7. Based on this notion of distance, g16 was chosen to be the second student group in Q2. 
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Fig. 17. Effects of changing the competence patterns for the intermediate concepts 

We then calculated the distances between all pairs of student groups except g1 and g16 that were in 
Q2. We put the pair, g7 and g9, that had the largest distance between them into Q4 and the pairs that had 
the second and the third largest distance into Q8. Table 9 shows the resulting Q1, Q2, Q4, Q8, and Q16. 

We used the structures in 4basics, the new Q-matrices, and 36 combinations of groupInfluence 
and fuzziness in the new experiments. The charts in Figure 17 depict the results of this sequence of 
experiments. From the left to the right, the results came from the experiments in which we used Q1, Q2, 
Q4, and Q8 to create the training and test data. The rightmost chart is a duplicate of the c-svm-rb chart 
in Figure 15(a). 

The results show some interesting trends. Although we used perfect students in Q1, it was very 
difficult to learn how students learn when we collected data exclusively from perfect students. This 
phenomenon became less surprising when we came to believe that it is hard to tell how students learn 
if they are competent in all relevant concepts. Hence, we consider this simulated result interesting be-
cause the simulated results taught us something that we had not expected. 

As we added more and more contrasting pairs of student groups into the Q-matrices, the average 
accuracy improved from the leftmost to the rightmost chart. The curves in the individual chart move 
upward gradually. In addition, we see that the curves for cases that used smaller groupInfluence and 
fuzziness do not necessarily fall below the curves for cases that used larger groupInfluence and fuzzi-
ness in an individual chart. This is particularly so in the charts on the left side of Figure 17. This ob-
servation shows that the intermediate patterns are as influential as groupInfluence and fuzziness on the 
experimental results. 

Effects of competence in the basic and the target composite concepts 

Table 9. Competence patterns in four sub-matrices of the Q-matrix in Table 7 
competence in (integrating) concepts  SID cA cB cC cD dAB dAC dAD dBC dBD dCD dABC dABD dACD dBCD dABCD 

Q1 g1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
g1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 Q2 g16 1 1 1 1 1 0 0 0 0 1 0 0 0 0 1 
g1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
g7 1 1 1 1 1 1 1 0 0 0 1 0 0 1 1 
g9 1 1 1 1 0 0 0 1 1 1 0 1 1 1 1 Q4 

g16 1 1 1 1 1 0 0 0 0 1 0 0 0 0 1 
g1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
g3 1 1 1 1 0 1 0 1 0 1 1 1 0 1 1 
g4 1 1 1 1 1 0 0 0 0 1 1 1 0 0 1 
g5 1 1 1 1 1 0 1 0 1 0 1 0 1 1 1 
g7 1 1 1 1 1 1 1 0 0 0 1 0 0 1 1 
g9 1 1 1 1 0 0 0 1 1 1 0 1 1 1 1 
g13 1 1 1 1 0 0 1 1 0 0 0 0 1 1 1 

Q8 

g16 1 1 1 1 1 0 0 0 0 1 0 0 0 0 1 
Q16 … duplicate the contents in Table 7 

In conducting the experiments, we reused parts of the Q-matrix as listed in Table 7, and revised part of 
the Q-matrix to meet the purposes of the experiments. We changed the columns for the basic concepts 
when we explored the influence of the basic concepts, and we changed the column for the target com-
posite concept, i.e., dABCD, when we investigated the influence of competence in the target composite 
concept. Table 10 shows part of the Q-matrices that we used in the experiments for testing the influ-
ence of the basic and the target composite concepts. The contents of Qb are the same as those of the Q-
matrix listed in Table 7, except for the values in the columns for basic concepts in Table 10. We set 
the values for the basic concepts to all 16 possible combinations. Analogously, we copied most of the 
contents of Qt from the Q-matrix listed in Table 7, except for the dABCD column that is shown in the 
right part of Table 10. The values for the target composite concept were set to 0 and 1 arbitrarily. We 
employed, respectively, Qb and Qt to explore the influence of the competence in the basic and the tar-
get composite concepts. Again, we ran experiments with the structures in 4basics and 36 combina-
tions of groupInfluence and fuzziness. 

The basics and target charts in Figure 18, respectively, depict the experimental results that we ob-
tained when we used Qb and Qt in the experiments. Again, we duplicate the c-svm-rb chart from Fig-
ure 15(a) for comparison purpose. 

The results support our argument for the selection of the Q-matrix in Table 7, at the beginning of 
Design of the Experiments. The differences between the basics and the c-svm-rb charts suggest that 
it will not be very fruitful if we recruit students who are not competent in the basic concepts in order to 
study how they might learn the target composite concept. The differences between the target and the c-
svm-rb charts are not as salient as those between the basics and the c-svm-rb charts, but the trends still 
support that we should recruit students who appear to be competent in the target composite concept. 

Table 10. Competence patterns in the Q-matrices for testing the influence of 
the basic and the target composite concepts 
Qb Qt Qb Qt SID cA cB cC cD dABCD SID cA cB cC cD dABCD 

g1 1 1 1 1 1 g9 0 1 1 1 1 
g2 1 1 1 0 0 g10 0 1 1 0 0 
g3 1 1 0 1 1 g11 0 1 0 1 1 
g4 1 1 0 0 0 g12 0 1 0 0 0 
g5 1 0 1 1 1 g13 0 0 1 1 1 
g6 1 0 1 0 0 g14 0 0 1 0 0 
g7 1 0 0 1 1 g15 0 0 0 1 1 
g8 1 0 0 0 0 g16 0 0 0 0 0 

 
Fig. 18. Effects of changing the competence patterns for the basic and the 

target composite concepts 



Influences of the Q-Matrices 

In Alternative Q-Matrices, we selected student groups from Table 7 to form new Q-matrices based 
on the Euclidean distance measure defined in Formula (7). We selected pairs of student groups that 
differed as widely as possible in their competence patterns. In this subsection, we analyse the resulting 
Q-matrices based on the distances between the competing learning patterns. 

Table 11 shows a different viewpoint of the Q-matrices from the one that we saw in Table 9. To 
make the table fit in the text width, we duplicate only the names of the Q-matrices and their student 
groups, but do not duplicate the contents of the Q-matrices. A “1” in Table 11 means that the members 
of a particular student group, specified by the row title, should be able to apply the way of learning 
dABCD, specified by the column title. A “0” means the opposite. For example, Table 11 shows that it 
is possible for members of g1 to apply all learning patterns and that members of g7 can apply only 
AB_C_D and A_B_C_D. We do not consider the uncertainty introduced by groupInfluence and fuzzi-
ness temporarily to simplify the analysis. 

The contents of Table 11 can be determined completely based on the contents of Table 9. For in-
stance, the cell at the intersection of g9 in Q4 (the row) and ABD_C (the column) is 1 in Table 11, be-
cause, according to Table 9, the g9 group in Q4 is competent in all basic concepts, and is able to inte-
grate the parent concepts of dABD and dABCD. Similarly, the cell at the intersection of g7 in Q4 and 
ABD_C is 0 in Table 11, because the g7 group in Q4 is not able to integrate the parent concepts of 
dABD, according to Table 9. As a consequence, the members of the g7 group in Q4 cannot exhibit the 
learning pattern ABD_C. 

Table 11 provides an alternative way to compare the influences of Q-matrices on the perform-
ances of our classifiers. Let Vx,y denote the vector formed by the data in the y portion of the x column 
in Table 11. For instance, 4,_ QCABDV  is the vector formed by {1, 0, 1, 0}; and the third element, i.e., 

)3(4,_ QCABDV , shows whether members of the third student group in Q4, i.e., g9, can learn dABCD by 
combining dABD and cC. ( )3(4,_ QCABDV  is equal to 1 because the cA, cB, cC, cD, dABD, and dABCD 
columns for g9 are equal to 1 in Q4 in Table 9.) 

With this notion, we can define the distance between any two learning patterns, pj and pk, in a Q-
matrix by Formula (8) where λ(Qi) denotes the number of student groups in the Q-matrix, Qi. 

Table 11. Feasibility of learning patterns changed with Q-matrices in Table 9 
Whether the student group can actually use the learning pattern  SID ACD_B ABD_C AB_C_D A_B_CD A_B_C_D 

Q1 g1 1 1 1 1 1 
g1 1 1 1 1 1 Q2 g16 0 0 1 1 1 
g1 1 1 1 1 1 
g7 0 0 1 0 1 
g9 1 1 0 1 1 Q4 

g16 0 0 1 1 1 
g1 1 1 1 1 1 
g3 0 1 0 1 1 
g4 0 1 1 1 1 
g5 1 0 1 0 1 
g7 0 0 1 0 1 
g9 1 1 0 1 1 
g13 1 0 0 0 1 

Q8 

g16 0 0 1 1 1 
Q16 … duplicate the contents for corresponding columns in Table 7 

Table 12. Distances between learning pattern for the data for Q8 in Table 11 
 ACD_B ABD_C AB_C_D A_B_CD A_B_C_D 
ACD_B 0.00 2.00 2.24 2.24 2.00 
ABD_C 2.00 0.00 2.24 1.00 2.00 
AB_C_D 2.24 2.24 0.00 2.00 1.73 
A_B_CD 2.24 1.00 2.00 0.00 1.73 
A_B_C_D 2.00 2.00 1.73 1.73 0.00 
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Table 12 shows the distances between the five learning patterns based on the data for Q8 in Table 
11. (We computed a table in the same format for Q1, Q2, Q4, and Q16, but do not show them here.) Let 
P
)

 denote the set of learning patterns provided by the domain experts for the learning problem. The 
total distance between learning patterns in P

)
 in a particular Q-matrix is defined in Equation (9). 
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The function of Equation (9) is very simple. Applying the equation for Q8 in Table 11, we simply 
compute the sum of the numbers in Table 12, and the result is 38.36. Since there must be at most 20 
non-zero terms in the particular example the average distance for Q8 is 39.36÷20=1.92. We can easily 
verify that the average distance for learning patterns in Q1, Q2, Q4, Q8, and Q16 in Table 11 are, respec-
tively, 0.00, 0.60, 1.17, 1.92, and 2.53. (We could have chosen to divide the total distance by 25 be-
cause there are 25 terms in Table 12. This choice would not affect the ordering, since every total dis-
tance was divided by the same quantity.) 

Interestingly, we can verify that the average accuracies depicted in the charts shown in Figure 17 
increased in line with the average distances of the learning patterns in Q1, Q2, Q4, Q8, and Q16. Hence, 
if we have information about the recruited students and if we can control the recruitment of the stu-
dents, increasing the average distance between the competing learning patterns may improve our 
chances to find the actual learning pattern. 

Notice that the average distance between the competing patterns is not the only factor that affects 
the achieved accuracy. The average distance between competing patterns in Qb and Qt in Table 10 are 
0.00 and 1.92, respectively. Again, we achieved higher accuracies when we used Qt. However, our 
classifiers performed differently when we used Q2 in Table 9 and Qb in Table 10, even though the av-
erage distances between the competing patterns in these Q-matrices are both 0.00. Other reasons that 
make the competing patterns in a Q-matrix differentiable will also affect the experimental results. 

Moreover, we must be reminded that the zeros and ones in the Q-matrices do not deterministi-
cally influence the simulated students’ behaviours, although the distances computed with Formula (9) 
remain related to the differences between the learning patterns. We should take into consideration the 
magnitude of groupInfluence, because it affects the relationships between competence patterns and 
group members, as discussed in Generating Student Records. Furthermore, we have assigned group 
slip and group guess (Liu, 2005) to the same value, i.e., groupInfluence, in the experiments that we 
have discussed so far. If we set these two parameters to different values, the Mahalanobis distance 
(Duda et al., 2001) would be more appropriate to use in place of the Euclidean distance. 

MORE REALISTIC EVALUATIONS 

In the previous section, we assumed that we were able to provide perfect information about the con-
tents of the Q-matrices for the recruited students. The purpose of the experiments was to compare the 
effectiveness of different classification techniques, of the influences of the simulation parameters, and 
of different Q-matrices. 

In this section, we investigate the effects of two types of deviations from the perfect conditions. 
In the first subsection, we assume that the groupInfluence and fuzziness used by the simulator are dif-

ferent from those exhibited by the real students (i.e., in the test data), while the experts provide perfect 
Q-matrices. In the second subsection, we relax the assumption of the need to acquire perfect Q-
matrices, and assume that the Q-matrices that we conjecture do not necessarily contain the actual 
competence patterns of real students. 

Influences of the Simulation Parameters 

We conducted experiments to examine the influence of incorrect guesses of groupInfluence and fuzzi-
ness on the prediction of the learning patterns. To this end, we continued to use the networks shown in 
Figure 7(b) and the Q-matrix contained in Table 7 as discussed at the beginning of Design of the Ex-
periments when we created simulated data with the steps outlined in Figure 11. In all of the experi-
ments that we discussed in Idealistic Evaluations, we used the same combination of groupInfluence 
and fuzziness to generate both the training and test data. In the experiments discussed in this subsec-
tion, we used different combinations of groupInfluence and fuzziness when we created training and 
test data. 

Recall that there can be 36 combinations of groupInfluence and fuzziness when we set these vari-
ables to values in {0.05, 0.10, 0.15, 0.20, 0.25, 0.30}. When we intentionally chose different combina-
tions of groupInfluence and fuzziness in generating training and test data, we could have 1296 (=36×36) 
different experiments. Hence, we must choose only certain of these possible experiments. Due to this 
constraint, we set both groupInfluence and fuzziness to 0.10 and 0.25 when we created training data in 
two different experiments, and continued to set groupInfluence and fuzziness to all 36 different combi-
nations when we created test data. Hence, we will see the experimental results of 72 cases. 

The statistics in Table 13 show the performance of our classifiers under these relatively unfavour-
able circumstances. The data in the left half of Table 13 came from the experiment when we set both 
groupInfluence and fuzziness to 0.10 when we created data for training the SVMs. We created 36 sets 
of test data, setting groupInfluence and fuzziness to 0.05, 0.10, 0.15, 0.20, 0.25, and 0.30. Each ex-
periment used a different combination of groupInfluence and fuzziness, and included 2500 (=500×5) 
training instances and 500 (=100×5) test instances. The data in Table 13 shows the accuracies of the 
trained SVMs. For instance, reading the data from the left half of Table 13, we see that our classifiers 
achieved 75% accuracy when groupInfluence and fuzziness were both 0.10 for the training data and 
when groupInfluence and fuzziness were, respectively, 0.15 and 0.20 for the test data. We obtained the 
data shown in the right half of Table 13 with the same procedure, but we trained the SVMs with the 
data that we created by setting both groupInfluence and fuzziness to 0.25. 

Recall that we assumed that there are sources from which we can acquire the information about 
the Q-matrix, the candidate structures, and the values for groupInfluence and fuzziness. In contrast, the 
groupInfluence and fuzziness that we used to create the test data were assumed to represent the charac-
teristics of real students. It is important to also recall that the values of groupInfluence and fuzziness 
confine the ranges of the data in the generated conditional probability tables. For instance, as we ex-
plained in Generating Student Records, the probability of making an unintentional mistake (i.e., the 
slip cases) will be between 0 and 0.10 when fuzziness is 0.10. We did not set the chance of slip to 0.10 
when fuzziness was 0.10. 

Statistics in Table 13 show the importance of acquiring a correct combination of groupInfluence 
and fuzziness. Neither the classification accuracies in the left or in the right part of the table can com-
pete with the experimental results that we observed when we assumed the availability of correct 
groupInfluence and fuzziness, e.g., those depicted in Figure 15. 

The data in Table 13 also indicate that we achieved better results when the guessed groupInflu-
ence and fuzziness are closer to the actual groupInfluence and fuzziness. It is interesting to note that the 
proposed method showed limited robustness. We could achieve good prediction accuracy even when 
the groupInfluence and fuzziness that we used to generate the training and the test data were not the 
same, although the classification accuracy deteriorated with the increasing divergence between the 
guessed and the actual values of groupInfluence and fuzziness. 

Influences of the Q-Matrices and Sizes of Student Populations 

So far, we have assumed that we can use perfect Q-matrices for generating training data. What might 
occur if this assumption does not hold? In order to make the design of experiments more complete, we 
conducted experiments under such special situations, and we discuss what we observed in this subsec-
tion. 

When we use different Q-matrices to generate training and test data, we are simulating the situa-
tion in which we have imprecise expectations about students’ competence patterns. Such imprecision 
will have adverse effects on the performance of machine-learning based methods. 

It is not easy to find a pair of Q-matrices that are of general interest, however. As discussed in 
Computational Complexity, we can have 232768 different Q-matrices when we consider problems that 
include only 4 basic concepts. Selecting which two different Q-matrices from this enormous amount 
of different choices for experiments can become a problem itself. Other researchers have faced this 
kind of selection problem as well, e.g., DiBello et al. (1995) (pages 365 and 370) discussed issues re-
lated to the choice of Q-matrices for cognitive measurement problems. 

Table 13. Influence of (unmatched) simulation parameters groupInfluence and fuzziness 
fuzziness for test data groupInfluence

for test data 0.05 0.10 0.15 0.20 0.25 0.30 0.05 0.10 0.15 0.20 0.25 0.30 
0.05 1.00 1.00 1.00 1.00 0.89 0.54 0.20 0.22 0.29 0.35 0.65 0.87 
0.10 1.00 1.00 1.00 0.97 0.41 0.33 0.20 0.22 0.31 0.57 0.98 0.97 
0.15 1.00 1.00 0.99 0.75 0.37 0.23 0.24 0.27 0.43 0.86 0.96 0.97 
0.20 1.00 1.00 0.84 0.39 0.23 0.21 0.24 0.33 0.79 0.93 0.98 0.90 
0.25 0.99 0.85 0.41 0.23 0.20 0.20 0.47 0.63 0.86 0.96 0.96 0.76 
0.30 0.81 0.39 0.23 0.20 0.20 0.20 0.44 0.78 0.89 0.94 0.82 0.55 

(groupInfluence, fuzziness) for training data  (0.10, 0.10) (0.25, 0.25) 

In this subsection, we discuss the experimental results that we obtained when we used the Q-
matrix shown in Table 14 to create test data, while the data for training SVMs were created with other 
Q-matrices. The contents of Table 14 were chosen such that every learning pattern shown in Figure 
7(b) can be exercised by at least one student group in the table (cf. the discussion in Influences of the 
Q-Matrices). More specifically, g2 and g3, respectively, support ACD_B and ABD_C; g4 and g5, re-
spectively, support AB_C_D and A_B_CD; g6 supports A_B_C_D; g1 supports all these learning pat-
terns (i.e., g1 supports all patterns in 4basics); and g7 represents a group of students who are not 
competent in dABCD. 

We needed two Q-matrices to compare and show the effects of Q-matrices on the classification 
accuracy. Since we have used the Q-matrix in Table 7 in many of our experiments, it was natural to 
continue to use this Q-matrix to create the training data in this section. Notice that the Q-matrix shown 
in Table 14 shares only one competence pattern with the Q-matrix shown in Table 7. This setup is 
meant to simulate the situation under which we can guess only one of the competence patterns of the 
students. The other Q-matrix was chosen so that it included the entirety of the contents of the Q-matrix 
that was used to create the test data. This was achieved by combining the Q-matrices shown in Table 7 
and Table 14. Based on whether the Q-matrix used for creating the training data also included the Q-
matrix used for creating the test data, we call the first kind of experiments NotIncluded (i.e., only 
Table 7) and the second kind of experiments Included (i.e., the union of Table 7 and Table 14). 

Recall that the selection of groupInfluence and fuzziness influences the classification accuracy. 
When we created training and test data with different Q-matrices in the Included and NotIncluded 
experiments, the selected groupInfluence and fuzziness affected the experimental results as well. 

With the chosen Q-matrices, groupInfluence, and fuzziness, we created and conducted the ex-
periments. Experimental results indicated that we obtained higher classification accuracy in the In-
cluded experiments than in the NotIncluded experiments. When both groupInfluence and fuzziness 
were 0.1 in creating both the training and test data, there were larger differences in classification accu-
racy in these two kinds of experiments; when groupInfluence and fuzziness were 0.25, the differences 
reduced. As we reported in previous sections, larger groupInfluence and fuzziness made the classifica-
tion more difficult, and could have contributed to the shrunk differences in accuracy when we used 
different Q-matrices in the experiments. 

We were also curious about the influences of the size of student population on the classification 
accuracy. Hence we created data sets with different sizes of student populations in the experiments. 
More specifically, we conducted and compared the experimental results that were obtained when there 
were about 625 and 375 (=0.6×625) simulated students for each student group in two sets of experi-
ments. (Due to the randomness that we reported in Generating Student Records, we cannot control the 
exact number of students in a student group.) We repeated both the Included and NotIncluded 

Table 14. Competence patterns in the Q-matrix for the new experiments 
Competence in (integrating) concepts SID cA cB cC cD dAB dAC dAD dBC dBD dCD dABC dABD dACD dBCD dABCD

g1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
g2 1 1 1 1 0 0 0 0 0 0 0 0 1 0 1 
g3 1 1 1 1 0 0 0 0 0 0 0 1 0 0 1 
g4 1 1 1 1 1 0 0 0 0 0 0 0 0 0 1 
g5 1 1 1 1 0 0 0 0 0 1 0 0 0 0 1 
g6 1 1 1 1 0 0 0 0 0 0 0 0 0 0 1 
g7 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 

experiments, and observed that using a greater number of simulated students in training the SVM clas-
sifiers helped us achieve better classification accuracy. 

It is perhaps not very surprising to have observed that the results in the Included experiments 
were better than those in the NotIncluded experiments and that using more simulated students led to 
better classification results. However, it was useful to know that the simulated results agreed with the 
intuition. 

More interestingly, we found that, when the Q-matrix, groupInfluence, and fuzziness that were 
used in creating the training and test data did not match very well, SVMs did not necessarily provide a 
better performance than Search4Pattern. (In Effects of Methods and Parameters, SVMs pro-
vided a better performance when these influential factors were the same for creating both the training 
data and the test data.) The setup for creating the test data influenced the performance of both the 
SVMs and the Search4Pattern algorithm, but the setup for creating the training data affected only 
the SVMs because the performance of Search4Pattern does not rely on the training procedure at all. 
When the assumptions adopted for creating training data differed very much from the assumptions 
adopted for creating test data, Search4Pattern may offer a better performance. 

SUMMARY AND DISCUSSION 

We wrap up this paper by summarising our findings and referring to additional related work. 

A Lesson for Learning about Learning 

Experimental results indicate that learning the learning patterns with students’ item response patterns 
is not easy but it is possible. In Idealistic Evaluations, we assumed that we obtained exact informa-
tion about the Q-matrices, groupInfluence, and fuzziness. We observed that it was quite simple to ap-
ply Heuristic 1 and Search4Pattern, but that they did not perform as well as the model-based 
methods when we can train SVMs and ANNs with exact information about Q-matrices, groupInflu-
ence, and fuzziness. The best performing SVMs and ANNs offered similar prediction accuracies in our 
experiments. We found that a good selection of the student groups, i.e., the contents of the Q-matrix, 
will affect how well we can learn about students’ learning patterns. Hence, we discussed two different 
ways to analyse the quality of the Q-matrices. 

We employed both groupInfluence and fuzziness in the simulation to summarise the influence of 
other factors in the study. This is similar to the residual ability discussed in (DiBello et al., 1995, page 
362). In addition, the actual value of fuzziness is related to the positivity in the Unified Model (DiBello 
et al., 1995, page 369). It is easy to prove that the positivity of an item increases with the value of 
fuzziness when fuzziness is between 0 and 0.5, which is the case in all our simulations. Hence, in gen-
eral, it becomes increasingly difficult to identify students’ learning patterns correctly as we increase 
the degree of fuzziness. 

In More Realistic Evaluations, we relaxed the assumptions for the obtaining of exact informa-
tion about the Q-matrices, groupInfluence, and fuzziness, and discussed the results of experiments that 
were conducted under more realistic conditions. Since we have explained, in Computational Com-
plexity, that there can be a myriad of different real world situations, we discussed only some of the 
possible ones in this paper. We found that whether we used exact information about Q-matrices, 
groupInfluence, and fuzziness in creating the data for training SVMs significantly influenced the re-



sulting accuracies in experiments. It was interesting to observe that the SVMs did not necessarily out-
perform Search4Pattern when we had only imperfect information about Q-matrices, groupInflu-
ence, and fuzziness. Hence, it would definitely be rewarding to seek more exact information about 
these influential factors. 

Although we spent the greater part of our time in this present work in learning the learning pat-
terns for a composite concept that involves four basic concepts, due to computational costs also dis-
cussed in (DiBello et al., 1995, page 364), the proposed approach can be applied to learning the learn-
ing patterns of more complex composite concepts. What is required is that we should explore the prob-
lem space incrementally. Namely, building the structures for simpler composite concepts before trying 
to learn how students learn more complex composite concepts, where the “simple vs. complex” notion 
is based on the number of basic concepts included in the composite concepts. With appropriate basic 
building blocks (sometimes called “objects” in computer science), we will be able to build models for 
more complex composite concepts. 

The use of simulated students in the experiments can appear as a weakness in this study. Under 
no circumstances can simulated students replace real students for decisive answers. In practice, student 
modelling for CATs must choose some levels of abstraction for the students in the models, and this 
practical imperfectness also exists in systems that aim at mental simulation (Weng & Huang, 2006). 
Nevertheless, we have considered many important factors, including groupInfluence, fuzziness, com-
petence patterns in the Q-matrices, and imperfect guesses in the experiments. Hence, we hope that the 
scale of the experiments and the reported observations justify the plan of using the simulated results to 
identify important issues that we may encounter when we use data for real students in future studies. 

Obviously, we have not completed all paths of the exploration for this problem in this already 
lengthy paper. For instance, we mentioned that the search-based method and SVMs complemented 
each other in the more realistic experiments in More Realistic Evaluations. This observation sug-
gests that one may seek to combine the predictions made by these two methods to achieve better re-
sults, which is the so-called stacking method as used in the machine learning community (Witten & 
Frank, 2005). However, we would prefer to explore this opportunity with real students when possible. 

More on Related Work 

What we have discussed so far involves the issues of (1) the definition of “causal relationships,” (2) 
representing the causal relationships with Bayesian networks, and (3) learning the causal models for 
variables of interest from indirect evidences. Using the most intuitive interpretation of the word 
“causal,” we believe that being competent in a parent concept, say dAB, is a fundamental basis for a 
student to be able to learn a more complex concept, say dABC, under the normal conditions. Hence, 
we believe that the first issue is not a major concern in this paper. 

It cannot be denied that our work is related to the modelling of causal relationships among ran-
dom variables with the use of only indirect evidence. Inferring the causal relationships among vari-
ables of interest can have a wide range of applications. Hence, it should not be surprising that re-
searchers of many disciplines have studied this topic in the literature, e.g., (Rost & Langeheine, 1997; 
Glymour & Cooper, 1999; Chockler & Halpern, 2004; Halpern & Pearl, 2005). In fact, the learning of 
graphical structures to represent causal relationships among factors of interest is a common interest in 
science, and is not limited to the learning of Bayesian networks; for instance, Desjardins (2001) at-
tempts to learn causal structures of chemical reactions with unobservable variables. 

Bayesian networks themselves do not necessarily represent causal relationships (Pearl, 1988), but 
it is possible to represent causal relationships with Bayesian networks (Cooper, 1999; Glymour, 2003). 
Not all applications of Bayesian networks to student assessment aim at building causal models, and 
may choose whatever structures that will fulfil the needs of probabilistic reasoning (Millán & Pérez-
de-la-Cruz, 2002). For instance, when considering a capability that has multiple prerequisites, all the 
nodes that represent the prerequisites may be used as the parent nodes of the node that represents the 
integrated capability, very similar to the approach taken by people who use Concept Maps (Novak, 
1990). Some researchers also reverse the arc directions between nodes for the prerequisites and the 
integrated capability (Millán & Pérez-de-la-Cruz, 2002). Nevertheless, using the nodes that represent 
the prerequisites as the parent nodes is a more common and intuitive choice (Martin & VanLehn,1995; 
Millán & Pérez-de-la-Cruz 2002). 

Among the research works that adopt Bayesian networks for student modelling, the way we build 
Bayesian networks is related to Millán and Pérez-de-la-Cruz’s (2002) categorising nodes for represent-
ing subjects, topics, concepts, and questions. In their continuing work, Carmona et al. (2005) showed 
that adding appropriate links for encoding prerequisite relationships in Bayesian networks can improve 
the efficiency in adaptive student assessment. Yet another related work considering the prerequisite 
relationships in Bayesian networks is by Reye (2004), but the structures proposed by Reye are quite 
different from what we see in this paper and Millán’s models. 

Our work is also related to the research of multilevel models based on the Item Response Theory 
(IRT) (Fox, 2005). If we take the relationships between the test items and the basic concepts as the 
first-level IRT model, and the relationships between the basic concepts and the composite concepts as 
the higher levels, our models, e.g., the one shown in Figure 7(a), are related to multilevel IRT models. 
From this viewpoint, our work is an instance of studying how computers can help experts determine 
the structures of their multilevel IRT models. However, to make our models be more qualified as IRT 
models, we have to strengthen our models by adding more parameters to quantify the relationships 
between item responses and competence in concepts. 

Given that we chose to represent the prerequisite relationships with Bayesian networks, our prob-
lems become instances of learning the hidden structures among the related concepts (Heckerman, 1999; 
Neapolitan, 2004). Learning the structures directly from data is not an easy task, particularly when the 
values of many of the random variables are completely missing. The domain knowledge provided by 
domain experts is believed to help us learn models of higher qualities (AUAI, 2006). Although we 
cannot explore all the problem instances that one can imagine due to the number possible combina-
tions as discussed in Computational Complexity, we explored some interesting settings in the ex-
periments, and the results show the importance of the quality of source information. 

It is possible to learn the prerequisite relationships from some related work, e.g., theory about 
knowledge structure (Falmagne et al., 2003) and item-to-item knowledge structure (Desmarais et al., 
2006). Learning item-to-item knowledge structure requires certain special techniques. Figure 4(a) as 
discussed in Impacts of Latent Variables is an item-to-item structure that we learned with the PC 
algorithm in Hugin. Clearly there are places in the structure where we can improve, e.g., the directions 
of some arcs should be reversed, and interested readers can refer to (Desmarais et al., 2006). Certain 
recent research results, e.g., (Albert et al., 2007; Guzmán et al., 2007a) report the applications of hier-
archical structures are also related to our work. 

Concluding Remarks 

We have achieved a wide range of classification accuracies in our experiments, depending on the qual-
ity of our preparation of the training data and the students’ responses. Experimental results suggest 
that, when we can acquire sufficiently good advice on a problem, machine-learning techniques (both 
the best performing ANNs and SVMs) may help us identify the hidden learning processes nearly 90% 
of the time in favourable conditions. When we cannot acquire advises of higher quality, search-based 
methods, i.e., Search4Pattern, can become a good alternative. When we do not have adequate 
information about the students and when the relationship between students’ item responses and their 
competence levels are very uncertain, it becomes very difficult to infer how students learn based on 
their item response patterns.  

We have identified a method, that we discussed along with Formulae (8) and (9), to predict the in-
fluences of different Q-matrices. This analytical viewpoint helps us choose student subgroups that can 
help us achieve higher accuracies in learning student models. The selection of Q-matrices in experi-
ments is an important issue in realistic studies (DiBello et al., 1995, pp. 370–371). All else being equal, 
increasing the total_distance, which is defined in Formula (9), increased the chances of identifying the 
correct learning patterns.  

Although the use of simulators must result in some degree of distance or abstraction from the real 
situations and cannot mimic all the characteristics of real students perfectly, we believe that results 
observed in our simulation-based experiments have shed some light on the nature of this learning 
problem about learning. 

Do we really need to know and include the prerequisite relationship among concepts in student 
models? Mislevy and Gitomer (1996) state and we agree that “The nature and the grain-size of a stu-
dent model in an intelligent tutoring system ought therefore to be targeted to the instructional options 
available.” If we cannot take advantage of the detailed models, there is perhaps no incentive for en-
deavouring to find comprehensive models. Carmona et al. (2005) have shown that student models 
that consider prerequisite relationships make their adaptive student assessment more efficient. We 
also hope that more instructional options will become available with the advent of detailed student 
models, thereby forming a synergistic relation between the two.  

The work reported in this paper is related to cognitive diagnostic assessment for education. Cog-
nitively informed models have the potential to help computers assist human’s learning activities in a 
more effective and efficient way (Nichols et al., 1995; Conati, 2002; Alkhalifa, 2006; Leighton & 
Gierl, 2007). More specifically, in a recently edited book by Leighton and Gierl (2007), Huff and 
Goodman (2007) elaborate several issues that are related to employing cognitive diagnostic assess-
ment for providing instructionally relevant information that serves the needs for education in addition 
to scoring. Gierl et al. (2007) discuss four possible structures for describing the relationships between 
attributes in test development. We hope that the proposed methods and the experimental results pre-
sented here may contribute to the efforts in mapping the human learning process and cognitive diag-
nostic assessment. 
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Abstract

Chinese characters that are similar in their 
pronunciations or in their internal structures 
are useful for computer-assisted language 
learning and for psycholinguistic studies. Al-
though it is possible for us to employ image-
based methods to identify visually similar 
characters, the resulting computational costs 
can be very high. We propose methods for 
identifying visually similar Chinese characters 
by adopting and extending the basic concepts 
of a proven Chinese input method--Cangjie. 
We present the methods, illustrate how they 
work, and discuss their weakness in this paper. 

1 Introduction 

A Chinese sentence consists of a sequence of char-
acters that are not separated by spaces. The func-
tion of a Chinese character is not exactly the same 
as the function of an English word. Normally, two 
or more Chinese characters form a Chinese word to 
carry a meaning, although there are Chinese words 
that contain only one Chinese character. For in-
stance, a translation for “conference” is “ ”
and a translation for “go” is “ ”. Here “ ”
is a word formed by three characters, and “ ” is a 
word with only one character. 

Just like that there are English words that are 
spelled similarly, there are Chinese characters that 
are pronounced or written alike. For instance, in 
English, the sentence “John plays an important roll 
in this event.” contains an incorrect word. We 
should replace “roll” with “role”. In Chinese, the 
sentence “ ” contains an 
incorrect word. We should replace “ ” (a place 
for taking examinations) with “ ” (a market). 
These two words have the same pronunciation, 
shi(4) chang(3) †, and both represent locations. The 
sentence “ ” also con-
                                                          
† We use Arabic digits to denote the four tones in Mandarin. 

tains an error, and we need to replace “ ” with 
“ ”. “ ” is considered an incorrect word, 
but can be confused with “ ” because the first 
characters in these words look similar. 

Characters that are similar in their appear-
ances or in their pronunciations are useful for 
computer-assisted language learning (cf. Burstein 
& Leacock, 2005). When preparing test items for 
testing students’ knowledge about correct words in 
a computer-assisted environment, a teacher pro-
vides a sentence which contains the character that 
will be replaced by an incorrect character. The 
teacher needs to specify the answer character, and 
the software will provide two types of incorrect 
characters which the teachers will use as distracters 
in the test items. The first type includes characters 
that look similar to the answer character, and the 
second includes characters that have the same or 
similar pronunciations with the answer character. 

Similar characters are also useful for studies 
in Psycholinguistics. Yeh and Li (2002) studied 
how similar characters influenced the judgments 
made by skilled readers of Chinese. Taft, Zhu, and 
Peng (1999) investigated the effects of positions of 
radicals on subjects’ lexical decisions and naming 
responses. Computer programs that can automati-
cally provide similar characters are thus potentially 
helpful for designing related experiments. 

2 Identifying Similar Characters with In-
formation about the Internal Structures 

We present some similar Chinese characters in the 
first subsection, illustrate how we encode Chinese 
characters in the second subsection, elaborate how 
we improve the current encoding method to facili-
tate the identification of similar characters in the 
third subsection, and discuss the weakness of our 
current approach in the last subsection. 

2.1 Examples of Similar Chinese Characters 

We show three categories of confusing Chinese 
characters in Figures 1, 2, and 3. Groups of similar 
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characters are separated by spaces in these figures. 
In Figure 1, characters in each group differ at the 
stroke level. Similar characters in every group in 
the first row in Figure 2 share a common part, but 
the shared part is not the radical of these characters. 
Similar characters in every group in the second 
row in Figure 2 share a common part, which is the 
radical of these characters. Similar characters in 
every group in Figure 2 have different pronuncia-
tions. We show six groups of homophones that 
also share a component in Figure 3. Characters that 
are similar in both pronunciations and internal 
structures are most confusing to new learners. 

It is not difficult to list all of those characters 
that have the same or similar pronunciations, e.g., 
“ ” and “ ”, if we have a machine readable 
lexicon that provides information about pronuncia-
tions of characters and when we ignore special pat-
terns for tone sandhi in Chinese (Chen, 2000).  

In contrast, it is relatively difficult to find 
characters that are written in similar ways, e.g., 
“ ” with “ ”, in an efficient way. It is intriguing 
to resort to image processing methods to find such 
structurally similar words, but the computational 
costs can be very high, considering that there can 
be tens of thousands of Chinese characters. There 
are more than 22000 different characters in large 
corpus of Chinese documents (Juang et al., 2005), 
so directly computing the similarity between im-
ages of these characters demands a lot of computa-
tion. There can be more than 4.9 billion 
combinations of character pairs. The Ministry of 
Education in Taiwan suggests that about 5000 
characters are needed for ordinary usage. In this 
case, there are about 25 million pairs. 

The quantity of combinations is just one of 
the bottlenecks. We may have to shift the positions 
of the characters “appropriately” to find the com-
mon part of a character pair. The appropriateness 
for shifting characters is not easy to define, making 
the image-based method less directly useful; for 

instance, the common part of the characters in the 
right group in the second row in Figure 3 appears 
in different places in the characters. 

Lexicographers employ radicals of Chinese 
characters to organize Chinese characters into sec-
tions in dictionaries. Hence, the information should 
be useful. The groups in the second row in Figure 
2 show some examples. The shared components in 
these groups are radicals of the characters, so we 
can find the characters of the same group in the 
same section in a Chinese dictionary. However, 
information about radicals as they are defined by 
the lexicographers is not sufficient. The groups of 
characters shown in the first row in Figure 2 have 
shared components. Nevertheless, the shared com-
ponents are not considered as radicals, so the char-
acters, e.g., “ ”and “ ”, are listed in different 
sections in the dictionary.   

2.2 Encoding the Chinese Characters 

The Cangjie‡ method is one of the most popular 
methods for people to enter Chinese into com-
puters. The designer of the Cangjie method, Mr. 
Bong-Foo Chu, selected a set of 24 basic elements 
in Chinese characters, and proposed a set of rules 
to decompose Chinese characters into elements 
that belong to this set of building blocks (Chu, 
2008). Hence, it is possible to define the similarity 
between two Chinese characters based on the simi-
larity between their Cangjie codes.  

Table 1, not counting the first row, has three 

                                                          
‡ http://en.wikipedia.org/wiki/Cangjie_method 

Figure 1. Some similar Chinese characters 

Figure 2. Some similar Chinese characters that have 
different pronunciations 

Figure 3. Homophones with a shared component

 Cangjie Codes  Cangjie Codes

Table 1. Cangjie codes for some characters
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sections, each showing the Cangjie codes for some 
characters in Figures 1, 2, and 3. Every Chinese 
character is decomposed into an ordered sequence 
of elements. (We will find that a subsequence of 
these elements comes from a major component of a 
character, shortly.) Evidently, computing the num-
ber of shared elements provides a viable way to 
determine “visually similar” characters for charac-
ters that appeared in Figure 2 and Figure 3. For 
instance, we can tell that “ ” and “ ” are similar 
because their Cangjie codes share “ ”, which 
in fact represent “ ”.

Unfortunately, the Cangjie codes do not ap-
pear to be as helpful for identifying the similarities 
between characters that differ subtly at the stroke 
level, e.g., “ ” and other characters listed 
in Figure 1. There are special rules for decompos-
ing these relatively basic characters in the Cangjie 
method, and these special encodings make the re-
sulting codes less useful for our tasks. 

The Cangjie codes for characters that contain 
multiple components were intentionally simplified 
to allow users to input Chinese characters more 
efficiently. The longest Cangjie code for any Chi-
nese character contains no more than five elements. 
In the Cangjie codes for “ ” and “ ”, we see “

” for the component “ ”, but this component 
is represented only by “ ” in the Cangjie codes 
for “ ” and “ ”. The simplification makes it 
relatively harder to identify visually similar charac-
ters by comparing the actual Cangjie codes.  

2.3 Engineering the Original Cangjie Codes 

Although useful for the sake of designing input 
method, the simplification of Cangjie codes causes 
difficulties when we use the codes to find similar 
characters. Hence, we choose to use the complete 
codes for the components in our database. For in-
stance, in our database, the codes for “ ”, “ ”,
“ ”, “ ”, and “ ” are, respectively, “ ”,
“ ”, “ ”, “

”, and “ ”.
The knowledge about the graphical structures 

of the Chinese characters (cf. Juang et al., 2005; 
Lee, 2008) can be instrumental as well. Consider 
the examples in Figure 2. Some characters can be 
decomposed vertically; e.g., “ ” can be split into 
two smaller components, i.e., “ ” and “ ”. Some 
characters can be decomposed horizontally; e.g., 
“ ” is consisted of “ ” and “ ”. Some have 
enclosing components; e.g., “ ” is enclosed in 
“ ” in “ ”. Hence, we can consider the locations 
of the components as well as the number of shared 

components in determining the similarity between 
characters. 

Figure 4 illustrates possible layouts of the 
components in Chinese characters that were 
adopted by the Cangjie method (cf. Lee, 2008). A 
sample character is placed below each of these 
layouts. A box in a layout indicates a component in 
a character, and there can be at most three compo-
nents in a character.  We use digits to indicate the 
ordering the components. Notice that, in the sec-
ond row, there are two boxes in the second to the 
rightmost layout. A larger box contains a smaller 
one. There are three boxes in the rightmost layout, 
and two smaller boxes are inside the outer box. 
Due to space limits, we do not show “1” for this 
outer box. 

After recovering the simplified Cangjie code 
for a character, we can associate the character with 
a tag that indicates the overall layout of its compo-
nents, and separate the code sequence of the char-
acter according to the layout of its components. 
Hence, the information about a character includes 
the tag for its layout and between one to three se-
quences of code elements. Table 2 shows the anno-

1 1 2 1 2 3

1

2 3 3
2
1

1
2

3
2

2

1

1
2

3

Figure 4. Arrangements of components in Chinese 

 Layout Part 1 Part 2 Part 3
1
2
3
4
5
6
7
8
9
2
2
5
9
2
5
6

Table 2. Annotated and expanded code
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tated and expanded codes of the sample characters 
in Figure 4 and the codes for some characters that 
we will discuss. The layouts are numbered from 
left to right and from top to bottom in Figure 4. 
Elements that do not belong to the original Canjie 
codes of the characters are shown in smaller font.  

Recovering the elements that were dropped 
out by the Cangjie method and organizing the sub-
sequences of elements into parts facilitate the iden-
tification of similar characters. It is now easier to 
find that the character ( ) that is represented by 
“ ” and “ ” looks similar to the 
character ( ) that is represented by “ ” and 
“ ” in our database than using their origi-
nal Cangjie codes in Table 1. Checking the codes 
for “ ” and “ ” in Table 1 and Table 2 will offer 
an additional support for our design decisions. 

In the worst case, we have to compare nine 
pairs of code sequences for two characters that 
both have three components. Since we do not sim-
plify codes for components and all components 
have no more than five elements, conducting the 
comparisons operations are simple. 

2.4 Drawbacks of Using the Cangjie Codes 

Using the Cangjie codes as the basis for comparing 
the similarity between characters introduces some 
potential problems.  

It appears that the Cangjie codes for some 
characters, particular those simple ones, were not 
assigned without ambiguous principles. Relying on 
Cangjie codes to compute the similarity between 
such characters can be difficult. For instance, “ ”
uses the fifth layout, but “ ” uses the first layout 
in Figure 4. The first section in Table 1 shows the 
Cangjie codes for some character pairs that are dif-
ficult to compare.

Due to the design of the Cangjie codes, there 
can be at most one component at the left hand side 
and at most one component at the top in the layouts. 
The last three entries in Table 2 provide an exam-
ple for these constraints. As a standalone character, 
“ ” uses the second layout. Like the standalone 
“ ”, the “ ” in “ ” was divided into two parts. 
However, in “ ”,  “ ” is treated as an individual 
component because it is on top of “ ”. Similar 
problems may occur elsewhere, e.g., “ ” and 
“ ”. There are also some exceptional cases; e.g., 
“ ” uses the sixth layout, but “ ” uses the fifth 
layout. 

3 Concluding Remarks 

We adopt the Cangjie alphabet to encode Chinese 
characters, but choose not to simplify the code se-
quences, and annotate the characters with the lay-
out information of their components. The resulting 
method is not perfect, but allows us to find visually 
similar characters more efficient than employing 
the image-based methods.  

Trying to find conceptually similar but con-
textually inappropriate characters should be a natu-
ral step after being able to find characters that have 
similar pronunciations and that are visually similar. 
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國際學術會議出席報告 

國立政治大學資訊科學系劉昭麟 
chaolin@nccu.edu.tw 

摘要 

劉昭麟（以下自稱為報告人）於二零零八年六月中赴美國俄亥俄州哥倫布市

(Columbus, Ohio, USA)，參與了計算語言學會(Association for Computational Linguis-
tics，簡稱 ACL)的年會，並且在會議中報告論文。這是這一次出席國際學術會議的報告。

本報告首先列出出席會議的時間、地點、所參與的會議的基本資料和相關網址；然後報

告參與會議所體驗的觀察和心得；最後提出簡短的結論。 

1 出訪地點、時間、參與會議 

1.1 基本資料 
出訪地點：美國俄亥俄州哥倫布市(Columbus, Ohio, USA) 
會議時間：二零零八年六月十五日至六月二十日 
參與會議：ACL 2008: The Forty Sixth Annual Meeting of the Association for Compu-

tational Linguistics: Human Language Technologies 
經費來源：國科會研究經費與政治大學資科系部份補助 
發表論文：Using Structural Information for Identifying Similar Chinese Characters （附

件五） 
相關網址： 
 ACL: http://www.aclweb.org 
 ACL 2008: http://www.ling.ohio-state.edu/acl08/   

1.2 參與過程 
ACL 的年會是歷史悠久的計算語言學學術會議，會議的時間從六月十五日到二十

日，其中十五日是主會議前的教學課程(tutorials)，十九日和二十日是主會議之後的工作

坊(workshops)。由於距離與時差的問題，報告人必須在台北時間十三日就從台北啟程，

於美國當地時間十五日參與了 Building Practical Spoken Dialog Systems 的教學課程，於

十六日報告論文，並且於十九日參加了 The Third Workshop on Innovative Use of NLP for 
Building Educational Applications，最後於美國當地時間二十日離開哥倫布市返國。 

參與本次會議的台灣學者明顯偏少，只有遇到前清華大學電機系的蘇克毅教授。我

們不能確定這一個低出席率是因為研究經費的限制或者是因為哥倫布市的交通明顯地

不是非常方便，須要在美國其他主要都市轉機過來。儘管這些可能的原因，本次會議仍

然有許多來自香港、新加坡等亞洲的學者。 



2 具體觀察與心得 

由於 ACL 在計算語言學界的地位，這一個會議的參與人數非常地多，付費註冊的

人數接近 700 人。除了三天的主會議議程之外，有六個會議前的教學課程（參見附件一）

和十個會議後的工作坊（參見附件二）。在論文投稿量方面，合計有 470 篇長篇論文的

稿件和 275 篇短篇論文的投稿，最後會議接受了 119 篇的長篇論文和 64 篇短篇論文。

不管是長篇或者是短篇論文的接受率都僅止於 25%左右。報告人的論文屬於短篇論文。

被接受的長篇論文中，數量最多依序是機器翻譯(machine translation)、語意(semantics)、
語法(syntax)、問答系統(questions & answering)、統計與機器學習(statistical machine 
learning)、資訊檢索(information retrieval) 和資訊擷取(information extraction)；這七個領

域的論文，合計占了所有長篇論文的 59.66%。 
在議程的安排方面，ACL 的設計與其他學術領域的主要會議相似。除了教學課程

和工作坊之外，還有為博士班研究生設計的討論議程，請相關領域的專家為現在進行中

的博士論文研究提供建言和相互交流的機會。教學課程則是讓主會議的與會者有機會分

享一些相對比較成熟的技術，以報告人所參與的 Building Practical Spoken Dialog Sys-
tems 來說，就是由 Carnegie Mellon University 的教授與研究生介紹他們所建立的語音辨

識系統，並且介紹如何包裝該系統作為應用系統的核心功能。透過這樣的介紹課程，學

習者可以獲得起步所需的知識，以比較低的代價瞭解一個相當複雜的系統。工作坊的主

要功能則是提供學者有機會討論一些正在發展中的研究議題，以報告人所參與的 The 
Third Workshop on Innovative Use of NLP for Building Educational Applications 來說，與會

者來自許多不同國家，分享他們如何利用計算語言學的相關技術，建構與各國母語和英

語相關的語文教學系統。 
機器翻譯的相關研究雖然在國內不屬於主流研究重點，不過卻仍然是今年 ACL 主

會議的重點項目。機器翻譯的相關論文是所有領域中數量最多的，佔有長篇論文的 23%
和短篇論文的 24%，此外還有兩個相關的工作坊(Third Workshop on Statistical Machine 
Translation 和 Workshop on Parsing German)。Workshop on Parsing German 這一個工作坊

相當有趣，未來我們或許可以主辦一些專注於處理亞洲語系語言的工作坊。 
如果要看人氣指標的話，資訊檢索和資訊擷取仍然是最容易吸引人的研究議題。比

起像機器翻譯、語法研究和語意研究這一些比較基礎的研究，資訊檢索和擷取離應用實

務比較接近，因此更容易吸引到人們的注意。 
在專題演講(invited talks)方面，我們看到純粹語言學和計算語言學所沒有能夠全心

注意的一些語文認知歷程問題。Marc Swerts 強調語言的溝通除了文字和聲音之外，透

過視覺管道所發出和接收到訊息，也是人們處理語言的重要依據之一。我們的肢體語言

和臉部表情是在語音和用字之外的另一種語言；如果只專注於語音訊號處理或者文字所

攜帶的訊息，則常常不能妥善溝通過程互動各方所試圖傳遞的訊息。 
六月十八日的專題演講則是一個與資訊檢索相關的演講。不管是以關鍵詞彙，或者

是以搜尋範例（例如以文找文）來搜尋資訊的方式，都比較是屬於一次性的搜尋工作。

然而，由於人機溝通的效果通常不是完美的，因此以一個程序逐漸地協助查詢者找到真



正想要的資訊，可能是比較務實的目標。Susan Dumais 介紹了許多往這一方向發展的相

關的軟體設計理念和實際系統。 
今年的 ACL 學術貢獻講(lifetime achievement award)頒給 University of Sheffield 的

Yorick Wilks。Wilks 的演講介紹了他在自然語言處理與人工智慧研究等多面的研究經

驗，常常也觸及更深層的科學研究理念，如果聽者本身沒有相當廣博的知識和很好的英

文聽力，這樣高階的演講可能是不容易立即吸收。附件三是 Wilks 的演講資料。 
關於報告者關於個別論文的聽講心得對於本報告的讀者或許沒有特別的吸引力，

ACL 所有的論文都公開在網路上面，請參閱附件四的議程，與網路上的電子版論文

(http://aclweb.org/anthology-new/)。其他例如六個教學課程和十個工作坊的資料，請分別

參考附件一和附件二的簡介。 
除了參與學術會議之外，由於出訪經費的拮据，因此報告人所暫住的旅店距離會議

的飯店有相當的距離，每次來回開會與住所之間，單程就須要步行大約二十幾分鐘，也

因此有許多天的機會來觀察哥倫布市的日常街景。此次由美國而起的世界金融海嘯對於

美國人確實有不小的影響，哥倫布市的大眾運輸系統的使用率看起來相當地高，上下班

時間有不少等車的民眾。這可能不是一般美國中小型城市所常見的景象。 

3 結論 

我國致力於推展學術研究國際化，近年以來資訊科學這一方面的國際學術研討會如

雨後春筍般的蓬勃發起，除了國際學術會的頂級會議之外，例如 AAAI、IJCAI、ACL、
ICML、UAI、ITS、AIED、COLING、ACM 各 SIG 的年會等等，我國參與其他的新興

的學術研討會的必要性似乎可以做一個整體性的規劃。新興的學術研討會雖然學術知名

度不高，但是常常是培養新領域的搖籃，學術價值不可謂不高；然而，如果長期投注在

這一類新領域的研討會的邊際效用則是可以檢討的。相對地，參與具有傳統聲譽的學術

研討會，則有立竿見影的觀摩效果，可以刺激參與者更加努力、以追求在這一類研討會

發表更好論文的機會。 

參考附件 

附件一：ACL 2008 教學課程簡介  
附件二：ACL 2008 工作坊簡介 
附件三：http://www.companions-project.org/downloads/Wilks_ACL08.pdf  
附件四：ACL 2008 論文議程 
附件五：報告人所發表之論文 



附件一 
ACL 2008 教學課程簡介
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On Whose Shoulders?

Yorick Wilks∗
University of Sheffield

Introduction

The title of this piece refers to Newton’s only known modest remark: “If I have seen
farther than other men, it was because I was standing on the shoulders of giants.” Since
he himself was so much greater than his predecessors, he was in fact standing on the
shoulders of dwarfs, a much less attractive metaphor. I intend no comparisons with
Newton in what follows: NLP/CL has no Newtons and no Nobel Prizes so far, and quite
rightly. I intend only to draw attention to a tendency in our field to ignore its intellectual
inheritance and debt; I intend to discharge a little of this debt in this article, partly as
an encouragement to others to improve our lack of scholarship and knowledge of our
own roots, often driven by the desire for novelty and to name our own systems. Roger
Schank used to argue that it was crucial to name your own NLP system and then have
lots of students to colonize all major CS departments, although time has not been kind to
his many achievements and originalities, even though he did build just such an Empire.
But to me one of the most striking losses from our corporate memory is the man who
is to me the greatest of the first generation and still with us: Vic Yngve. This is the man
who gave us COMIT, the first NLP programming language; the first random generation
of sentences; and the first direct link from syntactic structure to parsing processes and
storage (the depth hypothesis). I find students now rarely recognize his name, and find
that incredible.

This phenomenon is more than corporate bad memory, or being too busy with en-
gineering to do the scholarship. It is something endemic in the wider field of Computer
Science and Artificial Intelligence, although bottom–up wiki techniques are now filling
many historical gaps for those who know where to look, as the generation of pioneers
has time to reminisce in retirement.1 There are costs to us from this general lack of
awareness, though: a difficulty of “standing on the shoulders” of others and acknowl-
edging debts, let alone passing on software packages. Alan Bundy used to highlight this
in the AISB Quarterly with a regular column where he located and pilloried reinventions
in the field of AI; he also recommended giving obituaries for one’s own work, and this
paper could be seen in that way, too.

∗ Department of Computer Science, The University of Sheffield, Regent Court, 211 Portobello Street,
Sheffield, S1 4DP, UK. E-mail: Y.Wilks@dcs.shef.ac.uk. This article is the text of the talk given on receipt of
the ACL’s Lifetime Achievement Award in 2008.

1 See the video interview with Victor Yngve on my Web site at
http://www.dcs.shef.ac.uk/∼yorick/YngveInterview.html.
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Early Academic Life

My overwhelming emotion on getting this honor was, after surprise, a feeling of in-
adequacy in measuring up to previous honorees, but nonetheless, I want to grasp at
this moment of autobiography, or at what in his own acceptance paper Martin Kay
called: “but one chance for such gross indulgence.” I was born in 1939 in London at
just about the moment the Second World War started in Europe; this was, briefly, a
severe career slowdown. However, the British Government had a policy of exporting
most children out of the range of bombs and I was sent to Torquay, a seaside town in
southwest England that happened to have palm trees on all the main streets, a fact it
is often difficult to convince outsiders of. The town had, and has, a Grammar School
for Boys, which had a very good Cambridge-trained mathematician as its headmaster,
and eventually I made my way back across England to Pembroke College, Cambridge,
to study mathematics, a college now for ever associated with my comedian contem-
poraries: Peter Cook, Clive James, Eric Idle, Tim Brooke-Taylor, and similar wastrels. I
began a series of changes of subject of study, downhill towards easier and easier ones:
from mathematics to philosophy to (what in the end after graduation became) NLP/AI.
It was not that I could not do the mathematics, but rather that I experienced the shock
that many do of finding how wide the range of talent in mathematics is, and that being
very good in a provincial grammar school does not make one very good at Cambridge.
This is a feeling peculiar to mathematics, I think, because the talent range is so much
wider than in most subjects, even at the top level.

Margaret Masterman, who was to become the main intellectual influence in my life,
was the philosophy tutor for my college, although her main vocation was running the
Institute she had founded, outside the University in a Cambridge suburb: CLRU, the
Cambridge Language Research Unit. It was an eccentric and informal outfit, housed in
what had been a museum of Buddhist art, some of whose sculptures were built into the
walls. MMB (as she was known) ran the CLRU from the mid 1950s to the early 1980s
on a mix of US, UK, and EU grants and did pioneering work in MT, AI, and IR. Of
those honored by the ACL with this award over the last five years, three have been
graduates of that little Buddhist shed, and include Martin Kay and Karen Spärck Jones,
a remarkable tribute to MMB. The lives and work of we three have been quite different
but all in different ways stem from MMB’s interests and vision: She had been a pupil
of Wittgenstein and, had she known it, would have approved of Longuet-Higgins’s
remark that “AI is the pursuit of metaphysics by other means.” She believed that
practical research into the structure of language could give insight into metaphysics,
but was in no way other-worldly: She was the daughter of a Cabinet Minister and knew
what it was to command.

In a final twist, I found after her death in 1986 that she had made me her literary
executor: She had never written a book and wanted me to construct one from her papers
posthumously. It took me twenty years to get the required permissions but the volume
finally appeared in 2005 (Masterman et al. 2005).

Thesis Building and CLRU

When I started work at CLRU in 1962 to do a doctorate, it had no computer in the
normal sense, only a Hollerith card sorter of the sort built for the US census half a
century before. Basically, you put a stack of punched cards into one of these things—
which looked like a metal horse on four legs—and the cards fell into (I think) 10 slots
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depending on how you had plugged in a set of wires at the back to identify destination
slots for sorted cards with hole patterns on the cards. With some effort, these could
be turned into quite interesting Boolean machines; my first task was to take a notion
of Fred Parker-Rhodes that a Hallidayan grammar could be expressed as a lattice of
typed classes, and then program the card sorter so that repeated sorts of punched cards
could be used to parse a sentence. It was triumph of ingenuity over practicality. Later
the CLRU owned an ICL 1202 computer with 1,200 registers on a drum, but it was
a so-called bini-ten machine designed for UK cash transactions when there were still
12 pennies to a shilling, and so the 1,202 has print wheel characters for 10, 11, and
12 (as well as 0–9), a fact on which Parker-Rhodes built a whole world of novel print
conventions for his research. This was the period at CLRU when Karen Spärck Jones
was completing her highly original thesis (published twenty years later as Jones [1986]
on unsupervised clustering of thesaurus terms—whose goal was to produce primitives
for MT, it is often forgotten—until she had to move her computations to a real computer
at the University Computing Laboratory, where she eventually created a new career in
IR, essentially using the same clump algorithms—created by Parker-Rhodes and her
husband Roger Needham—to do IR.

My own interests shifted to notions in an early Masterman paper titled “Semantic
message detection using an interlingua” (Masterman 1961), an area in which Martin
Kay had also originally worked on an interlingua for MT. My thesis computation was
done in LISP 1.6 on an IBM360 (under a one-man US Air Force contract, administered
by E. Mark Gold, who later became famous as the founder of learnability theory), at
SDC in Santa Monica, where I was attached loosely in 1966 to the NLP group there
run by Bob Simmons. My thesis was to be entitled “Argument and proof in Meta-
physics from an empirical point of view” and my advisor was MMB’s husband, Richard
Braithwaite, Knightbridge Professor of Moral Philosophy at the University. He was a
philosopher of science and a logician, and was given the chair of moral philosophy—
a subject about which he knew nothing— because it was the only one available at
Cambridge at the time. This produced an extraordinary inaugural lecture in which
he effectively founded a new subject: “The theory of games as a tool for the moral
philosopher.”

Unfortunately for me he was not interested in my thesis, and took me on only
as a favor to MMB. My interest was the demarcation of metaphysical text: what it
was, if anything, that distinguished it from ordinary language text. Wittgenstein had
once said that words were “on holiday” in metaphysical text, but also that he wanted
to “bring words back from their metaphysical to their everyday usage” (Wittgenstein
1973). This is exactly what I wanted to capture with computation, and the thesis
was eventually submitted to the Cambridge Philosophical faculty in 1967—then called
Moral Sciences—with a large appendix of LISP program code at the back, something
they had never seen before, or since. The thesis was bound in yellow, though the
regulations stipulated black or brown bindings; I must have had some extraordinary
idea that someone might cruise the long corridors of Cambridge theses looking for one
that stood out by color—the arrogance of youth!

The thesis’s starting point was Carnap’s monumental Logische Syntax der Sprache
(1937) and his claim that meaningfulness in text could be determined by “logical
syntax”—rules of formation and transformation (a notion which may well sound famil-
iar; Chomsky was a student of Carnap). My claim was that this was a bad demarcation
and a better criterion of meaningfulness would be to have one interpretation rather than
many, namely, that word-sense discrimination (WSD) was possible for a given text. On
that view, the “meaningless” text had too many interpretations rather than none (or
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one). A word in isolation is thus often meaningless. Preference Semantics was a WSD
program to do just that, and to provide a new sense where WSD failed.

The other starting point of the thesis was a slim paper by Bosanquet on the nature of
metaphysical discourse, entitled “Some Remarks on Spinoza’s Ethics.” He argued that
Spinoza’s logical arguments are all false, but that what Spinoza was actually doing is
rhetorical, not logical: imposing a new sense on the reader. The system as implemented
was, of course, a toy system, in the sense that all symbolic NLP systems were in that
era. It consisted of an analysis of five metaphysical texts (by Wittgenstein, Spinoza,
Descartes, Kant, and Leibniz) along with five randomly chosen passages from editorials
in the London Times, as some sort of control texts.

The vocabulary was only about 500 words, but this was many years before
Boguraev declared the average size of vocabularies in working NLP systems to be
36 words. The semantic structures derived—via what we would now call chunk
parsing—consisted of tree structures of primitives (from a set of about 80), one tree
for each participating word sense in the text chunk, that fitted into preformed triples
called templates. These templates were subject–predicate–object triples that defined
well-formed sequences of the triples of trees (i.e., the first tree for the sense of the
subject, the second for the action and so on), whose tree-heads had to fit those of the
template’s three primitive items in order. The overall system selected the word senses
that fitted into these structures by means of a notion of “semantic preference” (see
subsequent discussion), and then declared those to be the appropriate senses for the
words, thus doing a primitive kind of WSD.

There was in the thesis an additional “sense constructor” mode, called if the WSD
did not work, which tried to identify some sense of a word in the text whose representa-
tion would fit in the overall structure derived, and so could be declared a suitable “new”
sense for the word which had previously failed to fit in. Unsurprisingly, it identified, say,
a sense of “God” in the Spinoza text with an existing sense of “Nature” so that, after
this substitution, the whole thing fitted together and WSD could proceed, and thus the
passage be declared meaningful, given the criterion of having a single, ambiguity-free,
interpretation. This was the toy procedure that allowed me to argue that Spinoza’s real
aim, whether he knew it or not, was to persuade us that the word “God” could have
the sense of “Nature” and that this was the real point of his philosophy— exactly in line
with what Bosanquet had predicted.

The philosophy work was never really published, outside an obscure McGill Uni-
versity philosophy journal, although the meaningfulness criterion appeared in Mind in
1971 under the title “Decidability and Natural Language” (Wilks 1971). Since publishing
in Mind was, at the time, the ambition of every young philosopher, I was now satisfied
and could move to the simpler world of NLP. The thesis, shorn of the metaphysics,
appeared as my first book, Grammar, Meaning and the Machine Analysis of Language (Wilks
1972); the title was intended as a variation on the title of some strange German play,
popular at the time, and whose actual name I can no longer remember.

Preference Semantics

I returned from California to CLRU but left again for the Stanford AI Lab in 1969.
I had fantasized at CLRU about all the things one could do with a methodology of
trying to base a fairly complex compositional semantics on a foundation of superficial
pattern matching. This had earlier produced speculations like my 1964 CLRU paper
“Text searching with templates,” procedures that we could not possibly have carried
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I.1 ((*ANI 1)((SELF IN)(MOVE CAUSE))(*REAL 2))→(1(*JUDG) 2)
Or, in semi-English:
[animate-1 cause-to-move-in-self real-object-2]→[1 *judges 2]

I.2 (1 BE (GOOD KIND))↔((*ANI 2) WANT 1)
Or, again:
[1 is good]↔[animate-2 wants 1]

Figure 1
Inference rules in Preference Semantics.

out with the machines then available, but which I now choose to see as wanting to
do Information Extraction: though, of course, it was Naomi Sager who did IE first on
medical texts at NYU (see Sager and Grishman 1975).

At Stanford as a post-doc, I was on the same corridor as Winograd, just arrived from
MIT; Schank, then starting to build his Conceptual Dependency empire; and Colby and
his large team building the PARRY dialogue system, which included Larry Tesler, later
the Apple software architect. Schank and I agreed on far more than we disagreed on and
saw that we would be stronger together than separately, but neither of us wanted to give
up our notation: He realized, rightly, that there was more persuasive power in diagrams
than in talk of processes like “preference.” It was an extraordinary period, when AI and
NLP were probably closer than ever before or since: Around 1972 Colmerauer passed
though the Stanford AI Lab, describing Prolog for the first time but, as you may or may
not remember, as a tool for machine translation! I spent my time there defining and
expanding the coherence-based semantics underlying my thesis, calling it “Preference
Semantics” (PS), adding larger scale structures such as inference rules (see Figure 1)
and thesauri, and building it into the core of a small semantics-based English-to-French
machine translation system programmed in LISP. At one point the code of this MT
system ended up in the Boston Computer Museum, but I have no idea where it is now.
The principles behind PS were as follows:

� an emphasis on processes, not diagrams;
� the notion of affinity and repulsion between sense representations

(cf. Waltz and Pollack’s WSD connectionism [1985]);
� seeking the “best fit” interpretation—the one with most satisfied

preferences (normally of verbs, prepositions and adjectives);
� yielding the least informative/effort interpretation;
� using no explicit syntax, only segmentation and order of items;
� meaningfulness as being connected to a unique interpretation/sense

choice;
� meaning seen as represented in other words, since no other equivalent for

the notion works (e.g., objects or concepts);
� gists or templates of utterances as core underlying entities; and
� there is no correct interpretation or set of primitive concepts, only the best

available.
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One could put some of these, admittedly programmatic and imprecise, points as
follows:

� Semantics is not necessarily deep but also superficial (see more recent
results on the interrelations between WSD, POS, and IE, e.g. Stevenson
and Wilks [2001]).

� Quantitative phenomena are unavoidable in language: John McCarthy
thought they had no place anywhere in AI, except perhaps in low-level
computer vision.

� Reference structures (like lexicons) are only temporary snapshots of a
language in a particular state (of expansion or contraction).

� What is important is to locate the update mechanism of language,
including crucially the creation of new word senses, which is not
Chomsky’s sense of the creativity of language.

Constructible Belief Systems

I returned to Europe in the mid 1970s, first to the ISSCO institute in Lugano, where
Charniak was and Schank had just left, and then to Edinburgh as a visitor before taking
a job at Essex. I began a long period of interest in belief systems, in particular seeking
some representation of the beliefs of others, down to any required degree of nesting—
for example A’s belief about B’s belief about C—that could be constructed recursively
at need, rather than being set out in advance, as in the pioneering systems emerging
from the Toronto group under Ray Perrault (Allen and Perrault 1980). I began thinking
about this with Janusz Bien of the University of Warsaw, who had also published a
paper arguing that CL/NLP should consider “least effort” methods: in the sense that
the brain might well, due to evolution, be a lazy processor and seek methods for
understanding that minimized some value that could be identified with processing
effort. I had argued in PS for choosing shortest chains of inferences between templates,
and that the most connected/preferred template structure for a piece of text should be
the one found first. I am not sure we ever proved any of this: It was just speculation,
as was the preference for the most semantically connected representation, and the
representation with the least information. All this is really only elementary information
theory: a random string of words contains the maximum information, but that is not
very helpful. Clearly, the preferred interpretation of “He was named after his father”
(i.e., named the same rather than later in time) is not the least informative, since the latter
contains no information at all—being necessarily true—so one would have to adapt
any such slogan to: “prefer the interpretation with the least information, unless it is
zero!”

The belief work, first with Bien, later with Afzal Ballim (Wilks and Ballim 1987)
and John Barnden, has not been a successful paradigm in terms of take-up, in that
it has not got into the general discourse, even in the way that Fauconnier’s “Mental
Spaces” (Fauconnier 1985) has. That approach uses the same spatial metaphor, but for
strictly linguistic rather than belief and knowledge purposes. But I think the VIEWGEN
belief paradigm, as it became, had virtues, and I want to exploit this opportunity to
remind people of it. It was meant to capture the intuition that if we want, for language
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understanding purposes, to construct X’s beliefs about Y’s beliefs—what I called the
environment of Y-for-X—then:

1. It must be a construction that can be done in real time to any level of
nesting required, because we cannot imagine it pre-stored for all future
nestings, as Perrault el al. in effect assumed.

2. It must capture the intuition that much of our belief is accepted by default
from others: As VIEWGEN expresses it, I will accept as a belief what you
say, because I have normally no way of checking, or experimenting on, let
alone refuting, the things you tell me, e.g. that you had eggs for breakfast
yesterday. As someone in politics once put it, “There is no alternative.”
Unless, that is, what you say contradicts something I believe or can easily
prove from what I believe.

3. We must be able to maintain apparently contradictory beliefs, provided
they are held in separate spaces and will never meet as contradictions. I
can thus maintain within my-space-for-you beliefs of yours (according to
me) that I do not in fact hold.

In VIEWGEN, belief construction is done in terms of a “push down” metaphor: A
permeable “container” of your beliefs is pushed into a ”container” of my beliefs and
what percolates through the membrane, from me to you, will be believed and ascribed
to you, unless it is explicitly contradicted, namely, by some contrary belief I already
ascribe to you, and which, as it were, keeps mine from percolating through. The idea
is to construct the appropriate “inner belief space” at the relevant level of nesting, so
that inference can be done, and to derive consequences (within that constrained content
space) that also serve to model, in this case, you the belief holder in terms of goals
and desires, in addition to beliefs. This approach is quite different not only from the
Perrault/Toronto system of belief-relevant plans but also to AI theories that make use
of sets-of-support premises since this is about belief-inheritance-by-default. It is also
quite distinct from linguistic theories like Wilson and Sperber’s Relevance Theory which
take no account at all of belief as relative to individuals, but perform all operations
in some space that is the same for everyone, which is an essentially Chomskyan ideal
competence-style notion of belief that is not relative to individuals—which is of course
absurd.

Mark Lee and a number of my students have created implementations of this
approach and linked it to dialogue and other applications, but there has been no major
application showing its essential role in a functioning conversational theory where
complex belief states are created in real time. However, the field is, I believe, now
moving in that direction (e.g., with POMDP theories [Williams and Young 2007]) since
the possibility of populating belief theories with a realistic base from text by means of
Information Extraction or Semantic Web parsing to RDF format is now real (a matter we
shall return to subsequently).

There were, for me at least, two connections between the VIEWGEN belief work
and Preference Semantics, in terms of meaning and its relation to processes. First,
there was the role of choice and alternatives, crucial to PS, in that an assigned mean-
ing interpretation for a text was no more than a choice of the best available among
alternatives, because preference implies choice, in a way that generative linguistics—
though not of course traditions like Halliday’s—always displayed alternatives but
considered choice between them a matter for mere performance. What was dispensable
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to generative linguistics was the heart of the matter, I argued, to NLP/CL. Secondly,
VIEWGEN suggested a view of meaning, consistent locally with PS, dependent on
which individuals or classes one chose to see in terms of each other—the key notion
here was seeing one thing as another and its consequences for meaning. So, if one chose
to identify (as being the same person under two names) Joe (and what one believed
about him) with Fred’s father (and what one knew about him), the hypothesis was that
a belief environment should be constructed for Joe-as-Fred’s-father by percolating one
set of beliefs into the other, just as was done by the basic algorithm for creating A’s-
beliefs-about-B’s-beliefs from the component beliefs of A and B. This process created
a hybrid entity, with intensional meaning captured by the set of propositions in that
inner environment of belief space, but which was now neither Joe nor Fred’s father but
rather the system’s point of view of their directional amalgamation: Joe-as-Fred’s-father
(which might contain different propositions from the result of Fred’s-father-as-Joe).

More natural, and fundable, scenarios were constructed for this technique in those
days, such as knowledge representations for Navy ships’ captains genuinely uncertain
as to whether ship-in-my-viewfinder-now was or was not to be identified with the
stored representation for enemy-ship-number-X. The important underlying notion was
one going back to Frege, and which first had an outing in Winograd’s thesis (Winograd
1972), where he showed you could have representations for blocks that did not in fact
exist on the Blocks World table. A semantics must be able to represent things without
knowing whether they exist or not; that is a basic requirement.

Later, and working with John Barnden and Afzal Ballim, this same underly-
ing process of conflating two belief objects was extended to the representation of
“metaphorical objects,” which could be described, quite traditionally in the literature,
as A-viewed-as-B (e.g., an atom viewed as a billiard ball). The metaphorical object
atom-as-billiard-ball was again created by the same push-down or fusion of belief sets
as in the basic belief point-of-view procedure. All this may well have been fanciful,
and was never fully exploited in published work with programs, but it did have a
certain intellectual appeal in wanting to treat belief, points of view, metaphor and
identification of intensional individuals—normally quite separate issues in semantics—
as being modellable by the same simple underlying process (see Ballim, Wilks, and
Barnden 1991). One novel element that did emerge from this analysis was that, in
the construction of these complex intensional identifications, such as between “today’s
Wimbledon winner” and “the top male tennis seed,” one could choose directions of
“viewing as” with the belief sets that led to objects which were neither the classic de re
nor de dicto outcomes: Those became just two among a range of choices, and the others
of course had no handy Latin names.

Adapting to the “Empirical Wave” in NLP

For me, as with many others, especially in Europe, the beginning of the empirical wave
in NLP was the work of Leech and his colleagues at Lancaster: CLAWS4 (a name which
hides a UK political joke), their part-of-speech tagger based on large-scale annotation of
corpora. Such tagging is now the standard first stage of almost every NLP process and it
may be hard for some to realize the skepticsm its arrival provoked: ”What could anyone
want that for?” was a common reaction from those still preoccupied by computational
syntax or semantics. That system was sold to IBM, whose speech group, under Jelinek,
Mercer, and Brown, subsequently astonished the CL/NLP world with their statistical
machine translation system CANDIDE. I wrote critical papers about it at the time, not
totally unconnected to the fact that I was funded by DARPA on the PANGLOSS project
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at NMSU (along with CMU and ISI/USC) to do MT by competing, but non-statistical,
methods.

In one paper, I used the metaphor of “Stone soup” (Wilks 1996): A reference to the
old peasant folk-tale of the traveler who arrives at a house seeking food and claiming
to have a stone that makes soup from water. He begs a ham bone to stir the water
and stone and eventually cons out of his hosts all the ingredients for real soup. The
aspect of the story I was focusing on was that, in the CANDIDE system, I was not sure
that the “stone,” namely IBM’s “fundamental equation of MT,” was in fact producing
the results, and suggested that something else they were doing was, giving them their
remarkable success rate of about 50% of sentences correctly translated. As their general
methodology has penetrated the whole of NLP/CL, I no longer stand by my early
criticisms; IBM were of course right, and had everything to teach the rest of us.

Early critics of data-driven, alias empirical, CL found it hard to accept, whatever
its successes in, say, POS tagging, that its methods could extend to the heartland of
semantics and pragmatics. Like others, I came to see this assumption was quite untrue,
and myself moved towards Machine Learning (ML) approaches to word-sense disam-
biguation (e.g., Stevenson and Wilks 2001) and I now work in ML methods applied to
dialogue corpora (as I shall mention subsequently). But the overall shift in approaches
to semantics since 1990 has not only been in the introduction of statistical methods, and
ML in particular, but also in the unexpected advantages that have been gained from
what one might call non-statistical empirical linguistics, and in particular Information
Extraction (IE; see Wilks 1997).

I referred earlier to the fact that my early work that could be called, in a general
sense, semantic parsing, and that it was in fact some form of superficial pattern match-
ing onto language chunks that was then transformed to different layers of compositional
semantic representation. There were obvious relations between that general approach
and what emerged from the DARPA competitions in the early 1990s as IE, a technology
that, when honed by many teams, and especially when ML techniques were added to
it later, had remarkable success and a range of applications; it also expanded out into
other, traditionally separate, NLP areas such as question answering and summarization.
This approach is not in essence statistical at all, however, although it is in a clear
sense “superficial,” with the assumption that semantics is not necessarily a “deep”
phenomenon but present on the language surface. I believe the IE movement is also
one of the drivers behind the Semantic Web movement, to which I now turn, and which
I think has brought NLP back to a position nearer the core of AI, from which it drifted
away in the 1980s.

Meaning and the Semantic Web

The Semantic Web (SW; Berners-Lee, Hendler, and Lassila 2001) is what one could call
Berners-Lee’s second big idea, after the World Wide Web; it can be described briefly as
turning the Web into something that can also be understood by computers in the way
that it is understood by people now, as a web of texts and pictures. Depending on one’s
attitude to this enterprise, already well-funded by the European Commission at least, it
can be described as any of the following:

1. As a revival of the traditional AI goal (at least since McCarthy and Hayes
[1969]) of replacing language, with all its vagueness, by some form of
logical representation upon which inference can be done.
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2. As a hierarchy of forms of annotation—or what I shall call augmentation
of content—reaching up from simple POS tagging to semantic class
annotation (e.g. CITY, PERSON-NAME) to ontology membership and
logical forms. DARPA/MUC/NIST competitions have worked their way
up precisely this hierarchy over the years and many now consider that
content can be “annotated onto language” reliably up to any required
level. This can be thought of as extending IE techniques to any linguistic
level by varieties of ML and annotation.

3. As a system of access to trusted databases that ground the meanings of
terms in language; your telephone or social security number might ground
you uniquely (in what is called a URI), or better still—and this is now the
standard view—a unique identifying object number for you over and
above phones and social systems. This is very much Tim Berners-Lee’s
own view of the SW.

There is also a fourth view, much harder to express, that says roughly that, if we keep
our heads, the SW can come into being with any system of coding that will tolerate the
expansion of scale of the system, in the way that, miraculously, the hardware under-
pinnings of the World Wide Web have tolerated its extraordinary expansion without
major breakdown. This is an engineering view that believes there are no fundamental
problems about the meanings and reference of SW terms in, for example, the ontologies
within the SW, and everything will be all right if we just hold tight.

This view may turn out to be true but it is impossible to discuss it. Similarly, view
(3) has no special privilege because it is the World Wide Web founder’s own view: Marx
was notoriously not a very consistent Marxist, and one can find multiple examples
of this phenomenon. View (3) is highly interesting and close to philosophical views
of meaning expressed over many years by Putnam, which can be summarized as the
idea that scientists (and Berners-Lee was by origin a database expert and physicist) are
“guardians of meaning” in some sense because they know what terms really mean, in
a way that ordinary speakers do not. Putnam’s standard example is that of metals like
molybdenum and aluminum, which look alike and, to the man in the street, have the
same conceptual, intensional meaning, namely light, white, shiny metal. But only the
scientist (says Putnam) knows the real meanings of those words because he knows
the atomic weights of the two metals and methods for distinguishing them.

No one who takes Wittgenstein—and his view that we, the users of the language,
are in charge of what terms mean, and not any expert—at all seriously can even consider
such a view. On the view we are attributing to Wittgenstein, the terms are synonymous
in a public language, just as water and heavy water are, and any evidence to the contrary
is a private matter for science, not for meaning.

View (1) of the Semantic Web is a well-supported one, particularly by recycled AI
researchers: They have, of course, changed tack considerably and produced formalisms
for the SW, some of which are far closer to the surface of language than logic (what
is known as RDF triples), as well as inference mechanisms like DAML-OIL that gain
advantages over traditional AI methods on the large and practical scale the SW is
intended to work over. On the other hand there are those in AI who say they have
ignored much of the last 40 years of AI research that would have helped them. This
dispute has a conventional flavor and it must be admitted that, in more than 40 years,
AI itself did not come up with such formalisms that stood any chance at all of working
on a large scale on unstructured material (i.e., text).

10

Wilks On Whose Shoulders?

This leaves us with View (2), which is my own: namely, that we should see the SW
partially in NLP terms, however much Berners-Lee rejects such a view and says NLP
is irrelevant to the SW. The whole trend of SW research, in Europe at least, has been
to build up to higher and higher levels of semantic annotation—a technology that has
grown directly out of IE’s success in NLP—as a way of adding content to surface text.
It seems to me obvious that any new SW will evolve from the existing WWW of text
by some such method, and that method is basically a form of large-scale NLP, which
now takes the form of transducers from text to RDF (such as the recently advertised
Reuters API). The idea that the SW can start from scratch in some other place, ignoring
the existing World Wide Web, seems to me unthinkable; successful natural evolution
always adapts the function of what is available and almost never starts again afresh.

I have set out my views on this recently in more detail (Wilks 2008), but it is
important to see that the SW movement—at least as I interpret it herein, and that does
seem pretty close to the way research in it is currently being funded, under calls and
titles like “semantic content”—is one that links to the themes already developed in this
paper in several ways, and which correspond closely to issues in my own early work,
but which have not gone away:

1. The SW takes semantic annotation of content as being a method—whether
done by humans or after machine learning—of recoding content with
special terms, terms close to what have traditionally been called semantic
primitives. It is exactly this that was denied by the early forms of, say,
statistical MT, where there was nothing available to the mechanism except
the words themselves. This is also quite explicit in traditional IR, where,
for example, Karen Spärck Jones consistently argued against any form of
content recoding, including the SW. As she put it: “One of these [simple,
revolutionary IR] ideas is taking words as they stand” (Jones 2003).

2. The SW accords a key role to ontologies as knowledge structures: partially
hierarchical structures containing key terms—primitives again under
another guise—whose meanings must be made clear, particularly at the
more abstract levels. The old AI tradition in logic-based knowledge
structuring—descending from McCarthy and Hayes (1969)—was simply
to declare what these primitive predicates meant. The problem was that
predicates, normally English words written in capital letters (as all
linguistic primitives in the end seem to be), became affected by their
inferential roles over time and the process of coding itself. This became
very clear in the long-term CyC project (Lenat 1995) where the key
predicates changed their meanings over 30 years of coding, but there was
no way of describing that fact within the system, so as to guarantee
consistency. In Nirenburg and Wilks (2000), Nirenburg and I debate this
issue in depth, and I defend the position that one cannot simply maintain
the meanings of such terms by fiat and independent of their usage—they
look like words and they function like words because, in the end, they are
words. The SW offers a way out of this classic AI dilemma by building up
the hierarchy of annotations with empirical processes like ontology
induction from corpora (e.g., ABRAXAS; see Iria et al. 2006); in this way
the meanings of higher level terms are connected back directly to text
usage. Braithwaite, my thesis advisor, described in his classic “Scientific
explanation” (Braithwaite 1953) a process in the philosophy of science he
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called “semantic ascent” by which the abstract high-level terms in a
scientific theory, seen as a logical hierarchy of deductive processes—terms
such as “neutron,“ possibly corresponding to unobservables—acquired
meaning by an ascent of semantic interpretation up the theory hierarchy
from meanings grounded in experimental terms at the bottom. It is some
such grounding process I envisage the SW as providing for the meanings
of primitive ontological terms in a knowledge structure.

3. The RDF forms, based on triples of surface items, as a knowledge
base—usually with subject–action–object as basic form—can provide a less
formal but more tractable base for knowledge than traditional First Order
Predicate Logic (FOPL). They have a clear relationship back to the crude
templates of my early work and the later templates of IE. I claim no
precedence here, but only note the return of a functioning but plausible
notion of “superficial semantics.” It seems to me not untrue historically to
claim that RDF, the representational base of the SW, is a return of the level
of representation that Schank (under the name Conceptual Dependency, in
Schank [1975]) and I (under the name Preference Semantics) developed in
the late 1960s and early 1970s (Wilks 1975). I remember that at the Stanford
AI Lab at that time, John McCarthy, a strong advocate of FOPL as the right
level of representation of language content, would comment that
formalisms like these two might have a role as a halfway house on a route
from language to a full logic representation. On one view of the SW that
intermediate stage may prove to be the right stage, because full AI
representations have never been able to deliver in terms of scale and
tractability. Time will tell, and fairly soon.

The most important interest of the SW, from the point of view of this paper, is that
it provides at last a real possibility of a large-scale test of semantic and knowledge
coding: One thing the empirical movement has taught us is the vital importance of scale
and the need to move away from toy systems and illustrative examples. I mentioned
earlier the freely available Reuters API for RDF translation which Slashdot advertised
under the title “Is the Semantic Web a Reality at Last?” This is exactly the kind of move
to the large scale that we can hope will settle definitively some of these ancient issues
about meaning and knowledge.

A Late Interest in Dialogue: The Companions Project

My only early exposure to dialogue systems was Colby’s PARRY: As I noted earlier, his
team was on the same corridor as me at Stanford AI Lab in the early 1970s. I was a
great admirer of the PARRY system: It seemed to me then, and still does, probably the
most robust dialogue system ever written. It was available over the early ARPANET
and tried out by thousands, usually at night: It was written in LISP and never broke
down; making allowances for the fact it was supposed to be paranoid, it was plausible
and sometimes almost intelligent. In any case it was infinitely more interesting than
ELIZA, and it is one of the great ironies of our subject that ELIZA is so much better
known. PARRY remembered what you had said, had elementary emotion parameters
and, above all, had something to say, which chatbots never do. John McCarthy, who
ran the AI Lab, would never admit that PARRY was AI, even though he tolerated it
under his roof, as it were, for many years; he would say “It doesn’t even know who
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the President is,” as if most of the world’s population did! PARRY was in fact a semi-
refutation of the claim that you need knowledge to understand and converse, because
it plainly knew nothing; what it had was primitive “intentionality,” in the sense that it
had things “it wanted to say.”

My own introduction to practical work on dialogue was when I was contacted in
the late 1990s by David Levy, who had written 40 books on chess and ran a company
that made chess machines. He already had a footnote in AI as the man who had bet
McCarthy, Michie, and other AI leaders that a chess machine would not beat him within
ten years, and he won the bet more than once. In the 1990s he conceived a desire to win
the Loebner Prize2 for the best dialogue program of the year, and came to us at Sheffield
to fund a team to win it for him, which we did in 1997. I designed the system and drew
upon my memories of PARRY, along with obvious advances in the role of knowledge
bases and inference, and the importance of corpora and machine learning. For example,
we took the whole set of winning Loebner dialogues off the Web so as to learn the kinds
of things that the journalist-testers actually said to the trial systems to see if they were
really humans or machines.

Our system, called CONVERSE (see Levy et al. 1997), claimed to be Catherine, a
34-year old female British journalist living in New York, and it owed something to
PARRY, certainly in Catherine’s desire to tell people things. It was driven by frames
corresponding to each of about 80 topics that such a person might want to discuss;
death, God, clothes, make-up, sex, abortion, and so on. It was far too top–down and
unwilling to shift from topic to topic but it could seem quite smart on a good day, and
probably won because we had built in news from the night before the competition of
a meeting Bill Clinton had had that day at the White House with Ellen de Generes, a
lesbian actress. This gave a certain immediacy to the responses intended to sway the
judges, as in “Did you see that meeting Ellen had with Clinton last night?”

This was all great fun and gave me an interest in modeling dialogue that has
persisted for a decade and is now exercised through COMPANIONS (Wilks 2004), a
large EU 15-site four-year project that I run. COMPANIONS aims to change the way we
think about the relationships of people to computers and the Internet by developing a
virtual conversational “Companion.” This will be an agent or “presence” that stays with
the user for long periods of time, developing a relationship and “knowing” its owner’s
preferences and wishes. It will communicate with the user primarily by using and un-
derstanding speech, but also using other technologies such as touch screens and sensors.

Another general motivation for the project is the belief that the current Internet
cannot serve all social groups well, and it is one of our objectives to empower citizens
(including the non-technical, the disabled, and the elderly) with a new kind of interface
based on language technologies. The vision of the Senior Companion—currently our
main prototype—is that of an artificial agent that communicates with its user on a
long-term basis, adapting to their voice, needs, and interests: A companion that would
entertain, inform, and react to emergencies. It aims to provide access to information
and services as well as company for the elderly by chatting, remembering past con-
versations, and organizing (and making sense of) the owner’s photographic and image
memories. This Companion would assume a user with a low level of technical knowl-
edge, and who might have lost the ability to read or produce documents themselves
unaided, but who might need help dealing with letters, messages, bills, and getting in-
formation from the Internet. During its conversations with its user or owner, the system

2 See http://www.loebner.net/Prizef/loebner-prize.html.
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builds up a knowledge inventory of family relations, family events in photos, places
visited, and so on. This knowledge base is currently stored in RDF, the Semantic Web
format, which has two advantages: first, a very simple inference scheme with which
to drive further conversational inferences, and second, the possibility, not yet fulfilled,
of accessing arbitrary amounts of world information from Wikipedia, already available
in RDF, which could not possibly have been pre-coded in the dialogue manager, nor
elicited in a conversation of reasonable length. So, if the user says a photo was taken in
Paris, the Companion should be able to ask a question about Paris without needing that
knowledge pre-coded, but only using rapidly accessed Wikipedia RDFs about Paris. An
ultimate aim of this aspect of the Senior Compantion is the provision of a life narrative,
an assisted autobiography for everyone, one that could be given to relatives later if the
owner chose to leave it to them. There is a lot of technical stuff in the Senior Companion:
script-like structures—called DAFs or Dialogue Action Forms—designed to capture the
course of dialogues on specific topics or individuals or images, and these DAFs we are
trying to learn from tiled corpora. The DAFs are pushed and popped on a single stack,
and that simple virtual machine is the Dialogue Manager, where DAFs being pushed,
popped, or reentered at a lower stack point are intended to capture the exits from, and
returns to, abandoned topics and the movement of conversational initiative between
the system and the user. We are halfway through the project and currently have two
prototype Companions: The other, based not at Sheffield but at Tampere, is a Health
and Fitness Companion (HFC).3 It is more task-oriented than the Senior Companion
and aims to advise on exercise and diet. The HFC is on a mobile phone architecture as
well as a PC, and we may seek to combine the two prototypes later. The central notion of
a Companion is that of the same “personality,” with its memory and voice being present
no matter what the platform. It is not a robot, and could be embodied later in something
like a chatty furry handbag, being held on a sofa and perhaps reminding you about the
previous episodes of your favorite TV program.

Finale

This article has had something of the form of a life story, and everyone wants to believe
their life is some kind of narrative rather than a random chase from funding agency to
funding agency, with occasional pauses to carry out a successful proposal. But let us
return to Newton for a moment in closing; for us in CL he is the great counter-example,
of why we do not do science or engineering in that classic solitary manner:

. . . where the statue stood
Of Newton, with his prism and silent face,
The marble index of a mind for ever
Voyaging through strange seas of Thought, alone.

— William Wordsworth (1770–1850)
The Prelude, book iii, line 61

The emphasis there for me is on alone, which is pretty much unthinkable in our research
world of teams and research groups. Our form of research is essentially corporate and
cooperative; we may not be sure whose shoulders we are standing on, but we know
whose hands we are holding. I have worked in such a way since my thirties and, at

3 An early demo of a Companion can be seen on YouTube at
http://www.youtube.com/watch?v=SqIP6sTt1Dw.
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Sheffield, my work would not have been possible without a wide range of colleagues
and former students in the NLP group there over many years and including Louise
Guthrie, Rob Gaizauskas, Hamish Cunningham, Fabio Ciravegna, Mark Stevenson,
Mark Hepple, Kalina Bontcheva, Christopher Brewster, Nick Webb and many others. In
recent years, what one could call “DARPA culture”—of competitions and cooperation
subtly mixed—as well as the great repositories of software and data like LDC and ELRA,
have gone a long way to mitigate the personal and group isolation in the field.

But we do have to face the fact that, in many ways, we do not do classic science: We
have no Newtons and will never have any. That is not to deny that we need real ideas
and innovations, and now may be a time for fresh ones. We have stood on the shoulders
of Fred Jelinek, Ken Church, and others for nearly two decades now, and the strain is
beginning to tell as papers still strive to gain that extra 1% in their scores on some small
task. We know that some change is in the air and I have tried to hint in this article as
to some of the places where that might be, even if that will mean a partial return to
older, unfashionable, ideas; for there is nothing new under the sun. But locating them
and exploiting them will not be in my hands but in yours, readers of Computational
Linguistics!
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Abstract

Chinese characters that are similar in their 
pronunciations or in their internal structures 
are useful for computer-assisted language 
learning and for psycholinguistic studies. Al-
though it is possible for us to employ image-
based methods to identify visually similar 
characters, the resulting computational costs 
can be very high. We propose methods for 
identifying visually similar Chinese characters 
by adopting and extending the basic concepts 
of a proven Chinese input method--Cangjie. 
We present the methods, illustrate how they 
work, and discuss their weakness in this paper. 

1 Introduction 

A Chinese sentence consists of a sequence of char-
acters that are not separated by spaces. The func-
tion of a Chinese character is not exactly the same 
as the function of an English word. Normally, two 
or more Chinese characters form a Chinese word to 
carry a meaning, although there are Chinese words 
that contain only one Chinese character. For in-
stance, a translation for “conference” is “ ”
and a translation for “go” is “ ”. Here “ ”
is a word formed by three characters, and “ ” is a 
word with only one character. 

Just like that there are English words that are 
spelled similarly, there are Chinese characters that 
are pronounced or written alike. For instance, in 
English, the sentence “John plays an important roll 
in this event.” contains an incorrect word. We 
should replace “roll” with “role”. In Chinese, the 
sentence “ ” contains an 
incorrect word. We should replace “ ” (a place 
for taking examinations) with “ ” (a market). 
These two words have the same pronunciation, 
shi(4) chang(3) †, and both represent locations. The 
sentence “ ” also con-
                                                          
† We use Arabic digits to denote the four tones in Mandarin. 

tains an error, and we need to replace “ ” with 
“ ”. “ ” is considered an incorrect word, 
but can be confused with “ ” because the first 
characters in these words look similar. 

Characters that are similar in their appear-
ances or in their pronunciations are useful for 
computer-assisted language learning (cf. Burstein 
& Leacock, 2005). When preparing test items for 
testing students’ knowledge about correct words in 
a computer-assisted environment, a teacher pro-
vides a sentence which contains the character that 
will be replaced by an incorrect character. The 
teacher needs to specify the answer character, and 
the software will provide two types of incorrect 
characters which the teachers will use as distracters 
in the test items. The first type includes characters 
that look similar to the answer character, and the 
second includes characters that have the same or 
similar pronunciations with the answer character. 

Similar characters are also useful for studies 
in Psycholinguistics. Yeh and Li (2002) studied 
how similar characters influenced the judgments 
made by skilled readers of Chinese. Taft, Zhu, and 
Peng (1999) investigated the effects of positions of 
radicals on subjects’ lexical decisions and naming 
responses. Computer programs that can automati-
cally provide similar characters are thus potentially 
helpful for designing related experiments. 

2 Identifying Similar Characters with In-
formation about the Internal Structures 

We present some similar Chinese characters in the 
first subsection, illustrate how we encode Chinese 
characters in the second subsection, elaborate how 
we improve the current encoding method to facili-
tate the identification of similar characters in the 
third subsection, and discuss the weakness of our 
current approach in the last subsection. 

2.1 Examples of Similar Chinese Characters 

We show three categories of confusing Chinese 
characters in Figures 1, 2, and 3. Groups of similar 
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characters are separated by spaces in these figures. 
In Figure 1, characters in each group differ at the 
stroke level. Similar characters in every group in 
the first row in Figure 2 share a common part, but 
the shared part is not the radical of these characters. 
Similar characters in every group in the second 
row in Figure 2 share a common part, which is the 
radical of these characters. Similar characters in 
every group in Figure 2 have different pronuncia-
tions. We show six groups of homophones that 
also share a component in Figure 3. Characters that 
are similar in both pronunciations and internal 
structures are most confusing to new learners. 

It is not difficult to list all of those characters 
that have the same or similar pronunciations, e.g., 
“ ” and “ ”, if we have a machine readable 
lexicon that provides information about pronuncia-
tions of characters and when we ignore special pat-
terns for tone sandhi in Chinese (Chen, 2000).  

In contrast, it is relatively difficult to find 
characters that are written in similar ways, e.g., 
“ ” with “ ”, in an efficient way. It is intriguing 
to resort to image processing methods to find such 
structurally similar words, but the computational 
costs can be very high, considering that there can 
be tens of thousands of Chinese characters. There 
are more than 22000 different characters in large 
corpus of Chinese documents (Juang et al., 2005), 
so directly computing the similarity between im-
ages of these characters demands a lot of computa-
tion. There can be more than 4.9 billion 
combinations of character pairs. The Ministry of 
Education in Taiwan suggests that about 5000 
characters are needed for ordinary usage. In this 
case, there are about 25 million pairs. 

The quantity of combinations is just one of 
the bottlenecks. We may have to shift the positions 
of the characters “appropriately” to find the com-
mon part of a character pair. The appropriateness 
for shifting characters is not easy to define, making 
the image-based method less directly useful; for 

instance, the common part of the characters in the 
right group in the second row in Figure 3 appears 
in different places in the characters. 

Lexicographers employ radicals of Chinese 
characters to organize Chinese characters into sec-
tions in dictionaries. Hence, the information should 
be useful. The groups in the second row in Figure 
2 show some examples. The shared components in 
these groups are radicals of the characters, so we 
can find the characters of the same group in the 
same section in a Chinese dictionary. However, 
information about radicals as they are defined by 
the lexicographers is not sufficient. The groups of 
characters shown in the first row in Figure 2 have 
shared components. Nevertheless, the shared com-
ponents are not considered as radicals, so the char-
acters, e.g., “ ”and “ ”, are listed in different 
sections in the dictionary.   

2.2 Encoding the Chinese Characters 

The Cangjie‡ method is one of the most popular 
methods for people to enter Chinese into com-
puters. The designer of the Cangjie method, Mr. 
Bong-Foo Chu, selected a set of 24 basic elements 
in Chinese characters, and proposed a set of rules 
to decompose Chinese characters into elements 
that belong to this set of building blocks (Chu, 
2008). Hence, it is possible to define the similarity 
between two Chinese characters based on the simi-
larity between their Cangjie codes.  

Table 1, not counting the first row, has three 

                                                          
‡ http://en.wikipedia.org/wiki/Cangjie_method 

Figure 1. Some similar Chinese characters 

Figure 2. Some similar Chinese characters that have 
different pronunciations 

Figure 3. Homophones with a shared component

 Cangjie Codes  Cangjie Codes

Table 1. Cangjie codes for some characters
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sections, each showing the Cangjie codes for some 
characters in Figures 1, 2, and 3. Every Chinese 
character is decomposed into an ordered sequence 
of elements. (We will find that a subsequence of 
these elements comes from a major component of a 
character, shortly.) Evidently, computing the num-
ber of shared elements provides a viable way to 
determine “visually similar” characters for charac-
ters that appeared in Figure 2 and Figure 3. For 
instance, we can tell that “ ” and “ ” are similar 
because their Cangjie codes share “ ”, which 
in fact represent “ ”.

Unfortunately, the Cangjie codes do not ap-
pear to be as helpful for identifying the similarities 
between characters that differ subtly at the stroke 
level, e.g., “ ” and other characters listed 
in Figure 1. There are special rules for decompos-
ing these relatively basic characters in the Cangjie 
method, and these special encodings make the re-
sulting codes less useful for our tasks. 

The Cangjie codes for characters that contain 
multiple components were intentionally simplified 
to allow users to input Chinese characters more 
efficiently. The longest Cangjie code for any Chi-
nese character contains no more than five elements. 
In the Cangjie codes for “ ” and “ ”, we see “

” for the component “ ”, but this component 
is represented only by “ ” in the Cangjie codes 
for “ ” and “ ”. The simplification makes it 
relatively harder to identify visually similar charac-
ters by comparing the actual Cangjie codes.  

2.3 Engineering the Original Cangjie Codes 

Although useful for the sake of designing input 
method, the simplification of Cangjie codes causes 
difficulties when we use the codes to find similar 
characters. Hence, we choose to use the complete 
codes for the components in our database. For in-
stance, in our database, the codes for “ ”, “ ”,
“ ”, “ ”, and “ ” are, respectively, “ ”,
“ ”, “ ”, “

”, and “ ”.
The knowledge about the graphical structures 

of the Chinese characters (cf. Juang et al., 2005; 
Lee, 2008) can be instrumental as well. Consider 
the examples in Figure 2. Some characters can be 
decomposed vertically; e.g., “ ” can be split into 
two smaller components, i.e., “ ” and “ ”. Some 
characters can be decomposed horizontally; e.g., 
“ ” is consisted of “ ” and “ ”. Some have 
enclosing components; e.g., “ ” is enclosed in 
“ ” in “ ”. Hence, we can consider the locations 
of the components as well as the number of shared 

components in determining the similarity between 
characters. 

Figure 4 illustrates possible layouts of the 
components in Chinese characters that were 
adopted by the Cangjie method (cf. Lee, 2008). A 
sample character is placed below each of these 
layouts. A box in a layout indicates a component in 
a character, and there can be at most three compo-
nents in a character.  We use digits to indicate the 
ordering the components. Notice that, in the sec-
ond row, there are two boxes in the second to the 
rightmost layout. A larger box contains a smaller 
one. There are three boxes in the rightmost layout, 
and two smaller boxes are inside the outer box. 
Due to space limits, we do not show “1” for this 
outer box. 

After recovering the simplified Cangjie code 
for a character, we can associate the character with 
a tag that indicates the overall layout of its compo-
nents, and separate the code sequence of the char-
acter according to the layout of its components. 
Hence, the information about a character includes 
the tag for its layout and between one to three se-
quences of code elements. Table 2 shows the anno-

1 1 2 1 2 3

1

2 3 3
2
1

1
2

3
2

2

1

1
2

3

Figure 4. Arrangements of components in Chinese 

 Layout Part 1 Part 2 Part 3
1
2
3
4
5
6
7
8
9
2
2
5
9
2
5
6

Table 2. Annotated and expanded code
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tated and expanded codes of the sample characters 
in Figure 4 and the codes for some characters that 
we will discuss. The layouts are numbered from 
left to right and from top to bottom in Figure 4. 
Elements that do not belong to the original Canjie 
codes of the characters are shown in smaller font.  

Recovering the elements that were dropped 
out by the Cangjie method and organizing the sub-
sequences of elements into parts facilitate the iden-
tification of similar characters. It is now easier to 
find that the character ( ) that is represented by 
“ ” and “ ” looks similar to the 
character ( ) that is represented by “ ” and 
“ ” in our database than using their origi-
nal Cangjie codes in Table 1. Checking the codes 
for “ ” and “ ” in Table 1 and Table 2 will offer 
an additional support for our design decisions. 

In the worst case, we have to compare nine 
pairs of code sequences for two characters that 
both have three components. Since we do not sim-
plify codes for components and all components 
have no more than five elements, conducting the 
comparisons operations are simple. 

2.4 Drawbacks of Using the Cangjie Codes 

Using the Cangjie codes as the basis for comparing 
the similarity between characters introduces some 
potential problems.  

It appears that the Cangjie codes for some 
characters, particular those simple ones, were not 
assigned without ambiguous principles. Relying on 
Cangjie codes to compute the similarity between 
such characters can be difficult. For instance, “ ”
uses the fifth layout, but “ ” uses the first layout 
in Figure 4. The first section in Table 1 shows the 
Cangjie codes for some character pairs that are dif-
ficult to compare.

Due to the design of the Cangjie codes, there 
can be at most one component at the left hand side 
and at most one component at the top in the layouts. 
The last three entries in Table 2 provide an exam-
ple for these constraints. As a standalone character, 
“ ” uses the second layout. Like the standalone 
“ ”, the “ ” in “ ” was divided into two parts. 
However, in “ ”,  “ ” is treated as an individual 
component because it is on top of “ ”. Similar 
problems may occur elsewhere, e.g., “ ” and 
“ ”. There are also some exceptional cases; e.g., 
“ ” uses the sixth layout, but “ ” uses the fifth 
layout. 

3 Concluding Remarks 

We adopt the Cangjie alphabet to encode Chinese 
characters, but choose not to simplify the code se-
quences, and annotate the characters with the lay-
out information of their components. The resulting 
method is not perfect, but allows us to find visually 
similar characters more efficient than employing 
the image-based methods.  

Trying to find conceptually similar but con-
textually inappropriate characters should be a natu-
ral step after being able to find characters that have 
similar pronunciations and that are visually similar. 
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